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Abstract—In this paper, we compare effects of three types of 

QoS (Quality of Service) control for cooperative work in 

remote master-slave robot systems with force feedback. Two 

of the three types are the adaptive ∆-causality control and 

the robot position control with force information, which we 

previously proposed. The remaining one is a combination of 

the two types of control. In remote master-slave systems 

with force feedback, one remote robot system acts as a 

master and the other system acts as a slave. A user of the 

master system can remotely operate a robot of the master 

system by using a haptic interface device. A robot of the 

slave system automatically follows the robot of the master 

system. We perform cooperative work of moving a wooden 

stick held by the robot arms of the master and slave systems. 

Experimental results show that the combination of the two 

types of control is the most effective.  

 

I. INTRODUCTION 

In the recent years, research interests in remote robot 

systems with force feedback have been increased 

exponentially [1]-[4]. In a remote robot system with force 

feedback, a user remotely controls a robot by using a 

haptic interface device while watching video. With 

multiple remote robot systems with force feedback [5], 

the efficiency and accuracy of cooperative work can 

largely be improved. Proper communication between the 

systems plays an integral role in achieving smooth 

completion of the work. However, when the force 

information is transmitted over a QoS (Quality of Service) 

non-guaranteed network such as the Internet, unfavorable 

network conditions such as network delay, delay jitter, 

and packet loss result in serious degradation of QoS [6] 

and QoE(Quality of Experience) [7]. Also, instability 

phenomena in the systems may largely affect the remote 

operation. To solve the problems, it is necessary to carry 

out stabilization control and QoS control [8]-[10]. In this 

paper, we focus on QoS control.  

A number of excellent QoS control techniques for the 

remote robot systems with force feedback has been 
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proposed in the recent years. In [10], the authors have 

investigated effects of the adaptive ∆-causality control 

[please refer to the original paper] in remote robot 

systems with master-slave relation called the remote 

master-slave robot systems here. They show that the 

influence of network delay between the remote master 

and slave systems has been significantly mitigated by 

using the control. However, the effect of the control for 

the network delay in each remote robot system has not 

been clarified quantitatively. 

In [11], the robot position control with force 

information is proposed to reduce large force that is 

applied to an object by adjusting the robot position finely 

in the direction to reduce the force in cooperative work 

for the case of equal relation between robots. In [12], the 

robot position control with force information is enhanced 

by analyzing the relation between the length of the object 

and the force applied to the object. However, the effect of 

the control has not been verified for the remote master-

slave robot systems. 

In this paper, we compare effects of the adaptive ∆- 

causality control and robot position control with 

information in the remote master-slave robot systems. We 

also examine the effect of a combination of the adaptive 

∆-causality control and the robot position control with 

force information in the systems to clarify which type of 

QoS control is the most effective by experiment. 

The remainder of this paper is organized as follows. 

Section II explains about the remote master-slave robot 

systems, and Section III describes the two types of QoS 

control. Section IV explains the experimental method, 

and experimental results are presented in Section V. 

Section VI concludes the paper. 

II. REMOTE MASTER-SLAVE ROBOT SYSTEMS 

A. System Configuration 

The configuration of the remote master-slave robot 

systems is shown in Fig. 1. The experimental setup 

consists of the two remote robot systems (called the 

master and slave terminals here). Each system consists of 

a master terminal and a slave terminal. The master 

terminal is composed of PC for haptic interface device 
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and PC for video. The former PC has a haptic interface 

device (3D Systems Touch [13]). The two PCs are 

connected to each other by using a switching hub. The 

slave terminal consists of PC for industrial robot and PC 

for video, which are connected to each other by using a 

switching hub. PC for industrial robot is directly 

connected to an industrial robot via an Ethernet 

(100BASE-TX) cable. The industrial robot consists of a 

robot arm (RV-2F-Dby Mitsubishi Electric Corp.), a 

robot controller (CR750-Q), a force interface unit (2F-

TZ561), a force sensor (1F-FS001-W200) which is 

attached to the robot arm. The robot arm of each system 

has a toggle clamp hand (see Fig. 2). 

 

Figure 1. Configuration of remote master-slave robot systems. 

B. Master-Slave Relation 

In each system, a user can remotely operate the 

industrial robot at the slave terminal by using the haptic 

interface device at the master terminal, while watching 

video. In the remote master-slave robot systems, a user of 

the master system uses the haptic interface device to 

move both robots cooperatively while watching video. In 

the system having the master robot, PC for haptic 

interface device of the master terminal sends the position 

information to PC for industrial robot. Then, the position 

information is transmitted from PC of the master system 

to PC of the slave system, thereby enabling cooperative 

movement using the master-slave relation. Each robot 

employs the real-time control function and real-time 

monitor function [14] to get position and force 

information of its robot arm. The force information is 

transmitted from PC for industrial robot to PC for haptic 

interface device in each system. A user of the slave 

system can perceive the reaction force by holding the 

haptic interface device of the slave system. 

III. QOS CONTROL 

 In this section, we describe the two types of QoS 

control: The adaptive ∆-causality control (referred as 

ADC here) and the robot position control with force 

information (called RPC). 

A. Adaptive  ∆-causality Control 

When there is a large network delay between the 

master system and slave system, the position information 

of the robot of the slave system lags behind that of the 

master system. This difference in position results in large 

force applied to an object carried by the robots. In the 

adaptive ∆-causality control [10], the output timing of the 

master robot position information is delayed dynamically 

according to the network delay so that both the master 

and slave robots move at the same time. The output 

timing of the position information at the master robot is 

set to the generation time + ∆. The value of ∆ is changed 

dynamically according to the network delay. Let us 

denote the value of ∆ at time t by ∆t  here. The value of ∆t 

is obtained by smoothing the network delay dt measured 

at time t by the following equation: 

 Δt = αΔt-1 + (1 – α) dt
. (1) 

where α is a smoothing coefficient and is set to 0.998 [10]. 

B.  Robot Position Control with Force Information 

The robot position control with force information 

finely adjusts the robot position according the force 

applied to the object carried by the robot arms. In [12],the 

authors obtain the relation between the force and position 

information as a function of the length of the stick that is 

carried by the robot arms. The new position information 

𝑺̂t is obtained by adding P to position St as follows: 

 𝑺̂t = St+ P. (2) 

The robot arm is moved P in the direction so as to 

reduce the large force applied to the stick. In this paper, 

the robot position control with force information is 

applied to only the slave system. This is because applying 

the robot position control with force information in one 

system yields better results than in the two systems [15]. 

IV. EXPERIMENTAL METHOD 

In the experiment, we carried out a task of touching 

paper blocks with a wooden stick grasped by the two 

robot arms. The wooden building blocks are piled-up 

before and behind the wooden stick, and a paper block is 

placed on each upper most building block as shown in Fig. 

2. The task is to touch each paper blocks (front and back).  

The two paper blocks are placed at 80 mm from each 

other. The initial position of the wooden stick is set so that 

it is at an equal distance from both the paper blocks (i.e., 

40 mm from each paper block). We touched the paper 

block on the front side in 5 seconds and that on the back 

side in 10 seconds (i.e., it took about 15 seconds to 

complete the task). The force mapping ratio between the 

haptic interface device and the robot arm in each system is 

set to 1:2 [5]. The robot arm of each system is allowed to 

move in front and back direction. The movement in left 

and right, and up and down directions is restricted for 

simplicity. 

In the remote master-slave robot systems, the master 

and slave systems are connected via a network emulator 

[16], and a constant delay was added to each packet sent 

between the two robots, and between the master and slave 

terminals of each system (the one-way constant delay is 

called the additional delay here).The experiment was 

carried out for different network delays between the two 

PCs for industrial robots, and between master and slave 

terminals of master system. The additional delay between 

the master and slave robots (i.e., the two slave terminals) 

was varied from 0 ms to 200 ms at intervals of 50 ms. 

The additional delay between the master and slave 
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terminals of the master system was varied from 0 to 200 

at intervals of 100 ms. It should be noted that the 

additional delay between the master and slave terminals 

of the slave system was always set to 0 ms in this paper 

because the additional delay does not affect the task. The 

task was repeated 10 times for each combination of 

additional delays. 

 

Figure 2. Arrangement of paper and wooden blocks. 

To compare effects of different types of QoS control, 

we use the average of average force and the average of 

maximum force at each robot as performance measures. 

The average of the average force at each robot is defined 

as the 10 times average of the temporal average force 

during each task at each robot. The average of maximum 

force is obtained by averaging the maximum force during 

each task at each robot. 

 

(a) Average of average force 

 

(b) Average of maximum force  

Figure 3. Average of average force and average of maximum force for 
additional delay of 0 ms in master system. 

V. EXPERIMENTAL RESULTS 

 

(a) Average of average force 

 

(b)Average of maximum force 

Figure 4.Average of average force and average of maximum force for 
additional delay of 200 ms in master system. 

We show the average of average force and the average  

of maximum force versus the additional delay between 

the master and slave robots for additional delays of 0 ms 

and 200 ms between the master and slave terminals of the 

master system in Figs. 3 and 4, respectively. In the 

figures, the 95% confidence intervals are also included. 

Furthermore, RPC and ADC stand for the robot position 

control with force information and the adaptive ∆-

causality control, respectively. RPC + ADC means a 

combination of RPC and ADC. No control does not carry 

out any QoS control. 

In Figs. 3 and 4, we see that the average of average 

force and the average of maximum force for additional 

delays of 0 ms and 200 ms between the master and slave 

terminals of the master system are almost the same. This 

means that the average of average force and the average 

of maximum force hardly depends on the additional delay 

between the master and slave terminals of the master 

system.  

We also see in the figures that the average of average 

force and the average of maximum force for RPC + ADC 

are the smallest. ADC has the second smallest, RPC has 

the third smallest, and no control has the largest. 

Therefore, ADC has larger effect than RPC.  

We further observe in the figures that the slave system 

tends to have larger average of average force and average 

of maximum force than the master system. We are now 

clarifying the reasons; we will describe the reasons in the 
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camera-ready version of this paper (one of the reasons 

may be the difference in direction of the toggle clamp 

hand setup between the two robots). 

To examine the effects of different types of QoS 

control more clearly, we show the force of the master and 

slave robots as a function of the elapsed time from the 

beginning of each task in Fig. 5, where we set the 

additional delay between the master and slave robots that 

between master and slave terminals of the master system 

to 200 ms. Figs. 5 (a) through (d) plot the results for no 

control, RPC, ADC, and RPC + ADC, respectively. The 

results for the other combinations of additional delays are 

not shown here because the results are almost the same as 

those in Fig. 5. 

In Figs. 5 (a) and (b), we observe that the force of no 

control fluctuates greatly, while the fluctuations are 

reduced when RPC is used. We also notice that the force 

jumps up and the sign of the force is also reversed at 

about 6 seconds. The reason is that the direction of 

movement to touch the paper block on the back side after 

touching the paper block on the front side is changed at 

about 5 second as mentioned in Section Ⅳ.On the other 

hand, we can see that the force of the robots hardly 

increases with the additional delay in Figs. 5 (c) and (d). 

We note that force of the robots for RPC + ADC is 

smaller than that of ADC. 

From the above considerations, we can confirm that 

the combination of the robot position control with force 

information and the adaptive ∆-causality control is the 

most effective. 

 

(a) No control 

 

(b) RPC 

 
(c) ADC 

 
(d) RPC + ADC 

Figure 5. Force versus elapsed time (additional delay: 200 ms). 

VI. CONCLUSIONS 

In this paper, we made a comparison of the following 

three types of QoS control: The adaptive ∆-causality 

control, the robot position control with force information, 

and a combination of both. As a result, we found that the 

combination of the adaptive ∆-causality control and the 

robot position control with force information is the most 

effective. We also confirmed that force fluctuations are 

alleviated greatly when compared to the other two types 

of QoS control. Furthermore, the effect of the adaptive ∆-

causality control is larger than that of the robot position 

control with force information 

As our future work, we will apply the combination of 

the adaptive ∆-causality control and the robot position 

control with force information to other types of 

cooperative work. 
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