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Abstract—This article seeks approaches to controlling the 

motion of a robotic arm that needs to follow a given time-

profile trajectory within a required time period.  The 

equation of motion of the robotic arm is derived and it 

exhibits a nonlinear behavior. This work proposes three 

different control methods: (i) feedback control approach, (ii) 

inversion-based feedforward control, and (iii) integration of 

feedforward control with feedback control. Each control 

approach is simulated to track time-profile trajectories. The 

tracking performance for each controller is evaluated 

through tracking errors. The contributions of this research 

work are to demonstrate that: (i) the feedback approach 

cannot properly track the trajectories, and tracking errors 

may be unacceptable in some applications, (ii) the 

feedforward approach can substantially enhance the 

tracking performance, compared to that of the feedback 

method, and (iii) integration of feedforward control with 

feedback control method can further improve the tracking 

and achieve the best tracking performance. The integration 

of feedforward control method with feedback control 

approach can perhaps be effectively implemented when very 

good tracking is required.  

 

Index Terms—feedback control, feedforward control, 

inversion-based control, manipulator, robotic arm, 

trajectory tracking, perturbation, relative degree 

 

I. INTRODUCTION 

Tracking a trajectory is required when the goal is to 

move an object to follow a time-profile trajectory within 

an acceptable error. Several works have achieved good 

tracking. Some examples are the works in [1]-[7]. 

Tracking a trajectory could be challenging for a 

nonlinear system as tools for nonlinear control are not 

plenty, compared to tools available for linear control 

systems. The tracking could be even more challenging 

when the robustness of control is required to handle the 

modeling errors or the perturbation.    

The developments of manipulators, or robotic arms 

have been made for many decades, and the control 

methods to move the arms have been achieved in many 

works presented in the literature. For example, the work 

in [8] used an auto-tuning PID controller to regulate a 
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flexible manipulator. The work presented in [9] 

implemented a position control for manipulators based on 

the principle of orthogonal decomposition spaces by 

holonomic constraints. Controllers used to counteract 

both uncertain dynamics and unbounded disturbances to a 

robotic manipulator were proposed in [10]. The research 

in [11] presented the trajectory tracking control and the 

vibration control of the robotic manipulator with the input 

constraint using a dual-loop iterative learning control law.  

This work seeks approaches to controlling the motion 

of a robotic arm that needs to follow a given time-profile 

trajectory within a required time.  The equation of motion 

of the robotic arm is derived and it exhibits a nonlinear 

behavior. This work proposes three different control 

methods: (i) feedback control approach, (ii) inversion-

based feedforward control, and (iii) integration of 

feedforward control with feedback control. Each control 

approach is simulated to track time-profile trajectories. 

The study also includes the tracking under perturbations, 

or modeling errors and the tracking of faster trajectories. 

The tracking performance for each controller is evaluated 

through tracking errors. The tracking results show that (i) 

using the feedback control alone cannot yield good 

tracking, and tracking with the feedback control alone 

gets worse when the trajectory gets faster, or  there is a 

modeling error, or perturbation in the system, (ii) using 

the feedforward control alone can substantially improve 

the tracking although the trajectory gets faster, or  there is 

a modeling error, or perturbation in the system, and (iii) 

the integration, or combination of the feedforward control 

method with the feedback control approach can further 

improve the tracking and can achieve the best tracking 

performance. The combined controller can produce good 

tracking of the fast system under perturbations.         

II. SYSTEM EQUATION OF MOTION AND TRAJECTORY 

A. System Equation of Motion 

In this work, a robotic arm, or manipulator of one 

degree of freedom shown in Fig. 1 is considered.  
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Figure 1.  Robotic arm. 

The mathematical model of the system can be obtained 

by applying Newton’s laws of motion. It is noted that one 

can take an alternative approach to obtaining the equation 

of motion. To work with the Newtonian approach, the 

free body diagram of the body of interest must be drawn 

as it is shown in Fig. 2.  

 

Figure 2.  Free body diagram of the robotic arm. 

In the free body diagram, the following notations, or 

symbols are assigned and described as follows. 

g represents the gravitational acceleration. 

m represents the total effective mass of the arm that 

includes the mass of the load at the gripper. 

mg  represents the total effective weight of the arm 

that includes the weight of the load at the gripper. 

I represents the total effective mass moment of inertia 

about the axis passing through point O , and it includes 

the inertia of the load at the gripper. 

el  represents the effective distance measured from the 

center of rotation (point O ) to the center of the effective 

mass (point C ). 

xo  and yo represent the reaction forces at point O in 

the x-component and the y-component respectively. 



 

represents the angular position of the arm. 



 

represents the angular velocity of the arm. 



 

represents the angular acceleration of the arm. 

u

 

represents the input, which is the torque applied to 

move the arm.  

b

 

represents the viscous damping torque due to the 

friction at joint O and b  represents the damping 

coefficient.  

By reading the free body diagram and taking the 

moment about point O, the moment equation of motion is 

written below. 

  Iublmg e  )sin(

                  

(1) 

It is obvious that the equation of motion expressed in 

(1) is nonlinear. 

B. Trajectory 

To dictate the motion of the arm over time, a time 

profile trajectory )(t  is defined. The control goal is to 

move the arm including the load to follow the time 

profile trajectory given. 

To determine a time profile trajectory )(t , the 

corresponding angular acceleration )(t  may be chosen 

as  

),()
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where A represents the amplitude and T denotes the time 

period of the desired motion.

 

By integration, the angular velocity )(t  is obtained as 

follows. 
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It is assumed that in this work, the maximum output 

θ,max = 1 rad. The corresponding angular position θ is then 

obtained by integration. 
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 The plots of the angular acceleration )(t , the

 

angular 

velocity )(t , the angular position )(t  against time (in 

second) for  T = 0.5 s and t1= T/2  are illustrated below. 
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Figure 3.  Position, velocity, and acceleration for T = 0.5 s. 
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It is observed that in the top figure of Fig. 3, there are 

two sharp corners for the acceleration time profile. This 

will lead to poor tracking. To solve this issue, the 

trajectory needs to be smoothened by a second-order 

filter described by the following transfer function )(sG f
. 

2

)(









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
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f

f

f
s

sG
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where f   denotes the break frequency of the filter, and in 

this study, f  of 30 Hz, or 30(2) rad/s is used to 

smoothen the trajectory. Hereafter, the smoothened time-

profile trajectory is referred to as the desired trajectory, 

and it is denoted with a subscript d (such as 
d ). Hence, 

the control schemes are to track the desired trajectory. 

III. SYSTEM MODEL AND CONTROL APPROACHES  

From the equation of motion expressed in (1), the state 

variables (
1x  and 

2x ) of the system can be assigned to be 

the angular position   and the angular velocity   ; i.e.,  


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From the state variables in (2) and the equation of 

motion in (1), the state equation can be written as shown 

below. 
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(3) 

Equation (3) can be represented by a single-input 

nonlinear state space representation of the form (as in 

[12]) 

uxgxfx )()( 

                      

 (4) 

It is noted that the standard form of the system output 

equation is  

)(xhy 

             

 

                   

(5)

                                                                     

 

Hence, by observing the standard form in (4), the 

nonlinear state equation in (3) is rewritten as 
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Since the goal is to track the trajectory  , the output 

equation is dictated to be 

  101)( xxxhy 

                        

(7)

                                                                                                                                                                        

 

Therefore, the system is described by the following 

equations. 













Ibxxmgl

x
xf

e /)sin(
)(

21

2

                 

(8)

                                                                       










I
xg

/1

0
)(

                              

(9)

                                                                                                           

              

  









2

1
01)(

x

x
xh

                                

(10)

   In this study, three control schemes are presented and 

proposed to track the desired trajectory: (i) feedback 

control, (ii) feedforward control, and (iii) combination of 

feedback control scheme and feedforward control 

approach.  

A. Feedback Control 

 

Figure 4.  Block diagram of feedback control. 

The method of feedback control is extensively used to 

regulate output motions and there are several feedback 

control methods such as PID control schemes, linear-

quadratic-gaussian regulator control (LQG), linear-

quadratic regulator control (LQR) as in [13] and [14], etc. 

In this work, a PD controller is used to track the desired 

trajectories. The PD state feedback (as in [14]) is 

described by the block diagram in Fig. 4. 

From Fig. 4, the state feedback law is written as  

)()( 21 dddpfb xkxku            (11) 

where fbu  is the feedback input, and pk and dk are the 

proportional gain and the derivative gain respectively.  

It is noted that in this study, Nm 10pk  and 

Nms 10dk are used. 

The feedback control method is implemented to track 

the trajectories, and MATLAB software is used to 

simulate the system. The results are shown in Section IV. 

B. Inversion-Based Feedforward Control  

The theory and the development of inversion-based 

feedforward control have been around for several decades.  

The very early and great works on inversion-based 

control were proposed in [15]-[17]. The inversion-based 

feedforward control approach (as in [18]-[22]) is a 

powerful and effective approach for trajectory tracking 

problems where the trajectory is known a priori, and it 

has been implemented in plenty of  works such as the 

works in [3]-[7]. The standard block diagram of the 

inversion-based feedforward control is shown in Fig. 5. 

 

Figure 5.  Block diagram of feedforward control. 
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To find the inverse control input in the inversion-based 

approach, it requires taking the rth time derivative till the 

control input appears. r is referred to as the relative 

degree.  
Taking the first time derivative of the output equation 

shown in (7) by using Lie derivatives (as in [12]) yields
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Substituting (13) and (14) into (12) leads to
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Taking the second time derivative of the output 

equation shown in (7) by using Lie derivatives yields 
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                                                                               At this point, it reveals that the relative degree is 2 as 

the input appears in (16) since  .0hLL fg  

Substituting (17) and (18) into (16) results in 
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Or, 
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In terms of the angular position   and the angular 

velocity  , (20) can be written as  

uIIbmgly e )/1(/)sin(                 (21) 

In a tracking scenario of angular motions, it requires 

that 
ddyy  ,so

ddyy    and  .. ddyy    

Hence, the inverse input invu  can be solved from (21); 

i.e., 

]/)sin([
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In case of tracking the rotational motion,   
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Hence in (22), the inverse input 
invu , or the 

feedforward input 
ffu  can be written as 

]/)sin([
/1

1
Iybymgly

I
u ddedinv         (23) 

or, 

ddedffinv bmglIuu    sin         (24) 

In the simulations in Section IV, the following values 

are used: 

Nm 1emgl , Nms 1b , and 2kgm 1I  

In the study of perturbations, the value of 
2kgm 1I will be changed to 2kgm 2.1I (20% increase, 

or error) to account for modeling errors, or perturbations 

studied in Section IV. 

The feedforward control scheme is applied to track the 

trajectories, and MATLAB software is used to simulate 

the system. The tracking results are shown in Section IV. 

C. Integration of Feedback Control with Feedforward 

Control 

The work in [23] combined the feedforward control 

with the feedback control method to improve the control 

performance. To further improve the tracking 

performance, this work also proposes a control method 

that integrates the feedforward control with the feedback 

control. The control scheme is illustrated in Fig. 6 below.  

 

Figure 6.  Block diagram of feedback-feedforward control: Integration 
of feedforward control with feedback control. 

There are several options for feedback controller 

design. Here, the PD controller is chosen as discussed in 

Subsection A of Section III, and from Fig. 6, the feedback 

input fbu  
is determined (as in (11)).

  

)()( 21 dddpfb xkxku                 (25) 

ffu , or 
invu is obtained from (24) in Subsection B of 

Section III.   

The total input u  can then be determined as 

fbff uuu 
                           

(26) 

The combined control scheme is implemented to track 

the trajectories, and MATLAB software is used to 
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simulate the system. The results of tracking are shown in 

Section IV. 

IV. RESULTS AND DISCUSSIONS  

This section presents the results obtained from the 

MATLAB simulations. The following parameters, or 

values are used in the simulations.  

rad/s )30(2Hz 30  f
, rad 1max  , 

Nm 1emgl , Nms 1b , Nm 10pk , and 

Nms 10dk , 2kgm 1I , and s. 1T  

In the study of the system under perturbations, the 

value of 2kgm 1I is changed to 2kgm 2.1I (20% 

increase, or error) to account for modeling errors, or 

perturbations. The study indicates the robustness of the 

control approach to ensure that under perturbations due to 

the modeling errors, or the variation in the loading, the 

tracking is still acceptable.  

Furthermore, to investigate the effectiveness and 

performance of tracking a faster trajectory, the value of 

s 1T is changed to s 5.0T  (50% faster).  

With the zero initial conditions for all the states at time 

t = 0, the results of tracking are shown in Fig. 7 to Fig. 18. 
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Figure 7.  Top: Actual position θa and desired position θd. Middle: 
Tracking error θa – θd. Bottom: Input, using feedback control alone, I 

=1.0 kgm2, T = 1 s. 
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Figure 8.  Top: Actual position θa and desired position θd. Middle: 
Tracking error θa – θd. Bottom: Input, using feedback control alone, I 

=1.2 kgm2, T = 1 s. 
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Figure 9.  Top: Actual position θa and desired position θd. Middle: 
Tracking error θa – θd. Bottom : Input , using feedforward control alone, 

I =1.0 kgm2, T = 1 s. 
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Figure 10.  Top: Actual position θa and desired position θd. Middle: 
Tracking error θa – θd , Bottom : Input, using feedforward control alone, 

I =1.2 kgm2, T = 1 s. 
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Figure 11.  Top: Actual position θa and desired position θd. Middle: 

Tracking error θa – θd. Bottom: Inputs, using feedback control and 
feedforward control, I =1.0 kgm2, T = 1 s. 
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Figure 12.  Top: Actual position θa and desired position θd. Middle: 
Tracking error θa – θd. Bottom: Inputs, using feedback control and 

feedforward control, I =1.2 kgm2, T = 1 s. 
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Figure 13.  Top: Actual position θa and desired position θd. Middle: 

tracking error θa – θd. Bottom: Input, using feedback control alone, I 
=1.0 kgm2, T = 0.5 s. 
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Figure 14.  Top: Actual position θa and desired position θd. Middle: 
Tracking error θa – θd. Bottom: Input, using feedback control alone, I 

=1.2 kgm2, T = 0.5 s. 
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Figure 15.  Top: Actual position θa and desired position θd. Middle: 
Tracking error θa – θd. Bottom: Input, using feedforward control alone, I 

=1.0 kgm2, T = 0.5 s. 
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Figure 16.  Top: Actual position θa and desired position θd. Middle: 

Tracking error θa – θd. Bottom: Input, using feedforward control alone, I 
=1.2 kgm2, T = 0.5 s. 
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Figure 17.  Top: Actual position θa and desired position θd. Middle: 
Tracking error θa – θd. Bottom: Inputs, using feedback control and 

feedforward control, I =1.0 kgm2, T = 0.5 s. 
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Figure 18.  Top: Actual position θa and desired position θd. Middle: 
Tracking error θa – θd . Bottom: Inputs, using feedback control and 

feedforward control, I =1.2 kgm2, T = 0.5 s. 

A. Quantifying the Tracking Errors 

The numerical evaluation of tracking can be made by 

using the tracking error, E(t),which  can be defined as 

)()()( tttE da                            (27) 

where )(ta denotes the actual trajectory output, and
 )(td  

represents the desired trajectory output. E(t) is shown in 

the middle figures of Fig. 7 to Fig.18. 

The performance of tracking can also be quantified by 

the maximum tracking error maxE , which is defined by 

)(maxmax tEE 
                        

(28)
 

To examine the overall tracking performance for the 

whole tracking time, RMSE, or root mean square error, 

can be used as a performance index of trajectory tracking, 

and the RMSE is defined as 





N

i
da tt

N
RMSE

1

2))()((
1


            (29) 

where N denotes the number of the data points. 

In addition, the percent tracking error can be defined as 

)100)(/)((max maxpercent tEE                  (30) 

Here, rad. 1max   

B. Tracking Performance  

TABLE I.  TRACKING ERRORS FROM DIFFERENT CONTROL 

APPROACHES WITH I =1.0 KGM
2, AND T = 1 S 

Control 

Approaches 

Tracking Errors  

maxE (rad) RMSE (rad) Percent Error 

Feedback 

 

1.88x10
-1
 

 

 

7.81x10
-2
 

 

 

18.80 
 

Feedforward 

 

2.00x10
-3
 

 

 

5.45x10
-4
 

 

 
0.20 

 

Feedback and 

Feedforward 

 

1.00x10
-3
 

 

 

2.27x10
-4
 

 

 

0.10 
 

TABLE II.  TRACKING ERRORS FROM DIFFERENT CONTROL 

APPROACHES WITH I =1.2  KGM
2, AND T = 1 S 

Control 

Approaches 

Tracking Errors  

maxE (rad) RMSE (rad) Percent Error 

Feedback 

 

2.13x10
-1
 

 

 

8.02x10
-2
 

 

 

21.32 
 

Feedforward 

 

2.00x10
-3
 

 

 

5.68x10
-4
 

 

 
0.20 

 

Feedback and 

Feedforward 

 

1.00x10
-3
 

 

 

2.35x10
-4
 

 

 

0.10 
 

TABLE III.  TRACKING ERRORS FROM DIFFERENT CONTROL 

APPROACHES WITH I =1.0 KGM
2, AND T = 0.5 S 

Control 

Approaches 

Tracking Errors  

maxE (rad) RMSE (rad) Percent Error 

Feedback 

 

3.20x10
-1
 

 

 

9.39x10
-2
 

 

 

32.00 
 

Feedforward 

 

2.00x10
-3
 

 

 

5.56x10
-4
 

 

 
0.20 

 

Feedback and 

Feedforward 

 

1.30x10
-3
 

 

 

2.76x10
-4
 

 

 

0.13 
 

TABLE IV.  TRACKING ERRORS FROM DIFFERENT CONTROL 

APPROACHES WITH I =1.2 KGM
2, AND T = 0.5 S 

Control 

Approaches 

Tracking Errors  

maxE (rad) RMSE (rad) Percent Error 

Feedback 

 

3.58x10
-1
 

 

 

1.00x10
-1
 

 

 
35.84 

 

Feedforward 

 

1.90x10
-3
 

 

 

6.32x10
-4
 

 

 

0.19 
 

Feedback and 
Feedforward 

 

1.20x10
-3
 

 

 

3.12x10
-4
 

 

 
0.12 

 

Fig. 7 to Fig. 18 and Table I to Table IV show that (i) 

using the feedback control alone cannot yield good 

tracking, and tracking with the feedback control alone 

gets worse when the trajectory gets faster, or there is a 

modeling error, or perturbation in the system, (ii) using 

the feedforward control alone can substantially improve 

the tracking although the trajectory gets faster, or  there is 

a modeling error, or perturbation in the system, and (iii) 

the integration, or combination of the feedforward control 

scheme with the feedback control approach can further 

improve the tracking and can achieve the best tracking 

performance. The combined controller can produce good 

tracking of the fast system under perturbations.  

V. CONCLUSIONS 

This work seeks control approaches to controlling the 

motion of a robotic arm that needs to follow a given time-

profile trajectory within a required time.  The equation of 

motion of the robotic arm is derived and it exhibits a 

nonlinear behavior. This article proposes three different 

control methods: (i) feedback control approach, (ii) 
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inversion-based feedforward control, and (iii) integration, 

or combination of feedback control method with 

inversion-based feedforward control approach. Each 

control approach is simulated to track time-profile 

trajectories. The study also includes the tracking under 

perturbations, or modeling errors and the tracking of 

faster trajectories. The tracking performance for each 

controller is evaluated through tracking errors. The 

tracking results show that (i) using the feedback control 

alone cannot yield good tracking, and tracking with the 

feedback control alone gets worse when the trajectory 

gets faster, or  there is a modeling error, or perturbation in 

the system, (ii) applying the feedforward method alone 

can substantially improve the tracking although the 

trajectory gets faster, or  there is a modeling error, or 

perturbation in the system, and (iii) the integration, or 

combination of feedback control method with inversion-

based feedforward control approach can further improve 

the tracking and can achieve the best tracking 

performance. The combined controller can produce good 

tracking of the fast system under perturbations.        

The future work would investigate the effects of input 

saturations on the tracking performances.  
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