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Abstract—Drilling is a crucial metal cutting operation 

extensively employed in the mechanical engineering sector. 

Predicting the temperature and cutting forces (forces and 

torques) occurring during drilling on any material and 

affecting the drill bit will play a positive role in estimating the 

life of the drill bit and thus achieving better hole quality and 

accuracy. In this study, drilling force and temperature were 

studied during Aluminum drilling using finite element 

method as an alternative to experimental. This topic aims to 

determine the cutting force and temperature in the cutting 

zone by analyzing the input parameters of cutting speed and 

feed rate during the simulation of a high-speed steel drill bit 

on AL 7075-T6 material. This paper introduces a 

methodology for developing two finite element models: the 

Finite Element Method (FEM) and Smoothed Particle 

Hydrodynamics (SPH) for drilling simulation. The 

simulations are performed using the LSDYNA code based on 

available real experiments. The accuracy of the model makes 

it a satisfactory approach for drilling experiments. The two 

presented models can verify the drilling process and predict 

the heat and cutting forces occurring during drilling 

operation. 
  

Keywords—Finite Element Method (FEM), Drilling, Cutting 

force, Finite Element Analysis (FEA), Smoothed Particle 

Hydrodynamics (SPH) model   

 

I. INTRODUCTION 

Drilling is a crucial metal cutting operation extensively 

employed in the mechanical engineering sector. Despite 

advancements in modern machining techniques within the 

manufacturing sector, conventional drilling remains the 

predominant method due to its cost-effectiveness and 

simplicity [1–5]. Cutting parameters (cutting speed, 

cutting depth, and feed rate) are the paramount factors in 

the drilling process, influencing its efficiency and directly 
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impacting the temperature and cutting force in the cutting 

zone [6–12].  During the machining process, the cutting 

tool performs the cutting process in a very difficult 

environment, where high contact stress [13–16] and high 

temperature spread, so wear is inevitable [17–20].  

Predicting the temperature and cutting forces (forces 

and torques) occurring during drilling on any material and 

affecting the drill bit will play a positive role in estimating 

the life of the drill bit and thus achieving better hole quality 

and accuracy. Moreover, the predicted life of the drill bit 

will increase the product quality and reduce production 

cost. To determine the cutting load (forces and torques) 

and cutting temperature, there are two methods: 

experimental [21–25] and simulation [26–32]. 

Experimental drilling methods are being extensively 

studied to improve efficiency, safety, and effectiveness 

across different types of drilling operations. However, the 

experimental method is costly and time-consuming.  

In this study, drilling force and temperature were 

studied during Aluminum drilling using finite element 

method as an alternative to experimental. This topic’s goal 

is to simulate an HSS drill bit on AL 7075-T6 material and 

use the input parameters of cutting speed and feed rate to 

calculate the cutting force and cutting zone temperature. 

Next, contrast the outcomes with those of the experiment. 

Because simulation results agree with experiments, finite 

element simulation is a useful tool for studying the drilling 

process. 

II. LITERATURE REVIEW 

Moreover, the advancement of computer technology 

has led to the widespread utilization of simulation methods 

employing software like Ls Dyna to mitigate the 

drawbacks of experimental approaches. The 
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aforementioned software utilizes the Finite Element 

Method (FEM). The Finite element Method (FEM) is an 

approximate technique for addressing metal cutting issues. 

The solution of the problem is obtained based on solving 

the equilibrium equation of the entire computational 

domain according to the principle of extreme equilibrium. 
Typically, there are two primary methods for simulating 

the drilling process: Finite Element Method (FEM) and 

Smoothed Particle Hydrodynamics (SPH).  

Finite Element Method (FEM) is employed when a 

three-dimensional model is necessary to depict the tool’s 

geometry and the extent of material deformation [33–37]. 

The FEM method with dynamic re-meshing is expected to 

provide the most accurate predictions of cutting force and 

cutting temperature. 

SPH is a conventional mathematical method utilized to 

address drilling issues. In contrast to numerical methods, 

Smoothed Particle Hydrodynamics (SPH) is a mesh-free, 

Lagrangian approach that does not necessitate a mesh for 

materials [38–42]. The developed SPH model 

demonstrates its capacity to account for continuous and 

shear localized chip formation while accurately estimating 

the cutting forces, as evidenced in drilling. The SPH model 

is employed to enhance the comprehension of machining 

with worn tools. 

III. MATERIALS AND METHODS 

A. Finite Elelement of Drill Simulation Impact Test 

A drill bit is a tool that enables a drill to create holes in 

diverse materials by applying circular torque or rotational 

force. Fig. 1 displays the characteristics of the drill bit 

utilized in the research. The drill bit has an overall length 

of 117 mm, a flute length of 95 mm, a drill diameter of  

8 mm, and a point angle of 140º. 

  

Fig. 1. Drill geometry parameter. 

The drill bit is easily affected by the force when used. 

For ease of analysis, it can be separated into the tangential 

component 𝑃𝑧 , the radial component 𝑃𝑦  and the axial 

component 𝑃𝑥. When drilling, the forward force is denoted 

by 𝑃𝑥 . The axial force 𝑃𝑥  can be calculated by some 

empirical formulas. 

 

𝑃𝑥 = 0.195𝐻𝐵𝑆0.8𝑑0.8 + 0.0022𝐻𝐵𝑑2     (1) 

 

The Torque 𝑃𝑧 can be calculated as follow: 

 

𝑃𝑧 = 𝐶𝑑2𝑆0.8𝐻𝐵0.7                      (2) 

 

where: 𝐻𝐵 is Brinell hardness  

S is Cutting speed (RPM). 

d is denoted the diameter of drill tool (mm).  

C is coefficient and C = 2.106 

The numerical simulations were carried out using LS-

DYNA, a commercial finite element code well-suited for 

high-speed machining and impact simulations. LS-DYNA 

offers extensive support for Lagrangian solid elements, 

Smoothed Particle Hydrodynamics (SPH), and rigid body 

modeling, making it an effective tool for capturing the 

complex thermo-mechanical behavior of the cutting 

process. Its capabilities to simulate large plastic 

deformation, material separation, and tool–workpiece 

interaction allow for realistic modeling of chip formation 

and stress evolution during milling operations. The 

software’s wide range of material models (e.g., Johnson-

Cook with damage) and contact algorithms (e.g., eroding 

and automatic surface-to-surface) were essential for 

achieving accurate results in this study. Developing the 

accurate geometry of the tool and drill bit was an important 

step for the finite element simulation of the drilling 

operation. The model consists of a 15mm height, 10mm 

radius cylinder drilled with an HSS twist drill, as shown in 

Fig. 2. In the computer simulation, the workpiece is 

constrained in all directions. The drill simultaneously 

revolves about the Z axis and moves along the Z axis. 

 

 

Fig. 2. Finite element of drilling simulation test. 

The experiment was carried out with the following 

cutting conditions: cutting speed Vc = 60 m/min at feed 

rate fz = 0.05, 0.1, 0.2 mm/rev, respectively. The cutting 

tool is less deformed than the workpiece. Usually for heat 

and force simulation problems, the cutting tool is 

considered as rigid. SPH is best suited for modeling highly 

deformable, fragmenting, or eroding materials, which is 

unnecessary for a rigid tool. SPH is not suitable for the 

cutting tool, where precise geometry, contact, and low 

deformation are key—FEM (especially rigid elements) is 

a more efficient and accurate choice. The maximum mesh 

size is 0.5 mm, the minimum size is 0.01 mm, the arbitrary 

geometry results in 23,436 elements for the drill bit as 

shown in Fig. 3. Tungsten carbide–cobalt (WC-Co) is a 

composite material commonly used in cutting tools due to 

its high hardness, wear resistance, and thermal stability. In 

LS-DYNA, WC-Co is typically modeled as a rigid 

material when tool deformation is negligible, or as an 

elastic/plastic material with failure when studying tool 

wear or impact. For most machining simulations where the 
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tool does not deform significantly, use *MAT_020 

(Rigid)* for WC-Co. 

 

Fig. 3. Finite element of drill tool. 

Both SPH and FEM are valuable tools for modeling 

workpieces in milling simulations. SPH excels in 

simulating chip formation, material failure, and extreme 

deformations, while FEM provides high accuracy for 

stress distribution, thermal analysis, and moderate 

deformations. A hybrid model is often the best solution 

when both chip formation and bulk material behavior need 

to be captured accurately. The FEM model consists of 

47,961 nodes and 28,800 solid elements. The SPH model 

consists of 12,225 nodes as shown in Fig. 4. Each particle 

carries properties such as mass, position, velocity, density, 

and pressure. These nodes collectively approximate the 

physical behavior of the modeled material. 

 

  
Fig. 4. Workpiece modelling: FEM (left) and SPH (right) model. 

Material type 15 applies to the high-rate deformation of 

various materials, including the majority of metals. The 

material properties’ of model used in this study are given 

in Table I. Johnson and Cook express the flow stress as: 

 

𝜎𝑦 = (𝐴 + 𝐵𝜀𝑛)(1 + 𝐶𝑙𝑛𝜀∗)(1 − 𝑇𝑚)              (3) 

 

In this equation, 𝐴, 𝐵, 𝐶, 𝑚 and 𝑛 are input constants 𝑇 

represents the homologous temperature, 𝜀  and 𝜀∗  are 

effective plastic strain. A represents yield strength 

measured in megapascals (MPa). B represents the 

hardening modulus (MPa), n denotes the strain hardening 

exponent, C signifies the strain rate sensitivity coefficient, 

and m indicates the thermal softening exponent. 

TABLE I. PARAMETERS OF THE JOHNSON-COOK MODEL 

Parameter A B C m n 𝑻𝒎 

Unit GPa GPa - - - °C 

Value 0.546 0.678 0.024 1.56 0.71 635 

 

EOS-POLYNOMINAL were used, the linear 

polynomial equation of state is linear in internal energy, 

the pressure is given by 

 

𝑃 = 𝐶0 + 𝐶1𝜇+𝐶2𝜇2+𝐶3𝜇3 + (𝐶4+𝐶5𝜇+𝐶6𝜇2)𝐸 (4)  

 

In which: 𝐸  is the units of pressure, 𝐶𝑖  is the ith 

polynomial equation coefficient. In practical drilling 

scenarios, the tool’s deformation regarding the material is 

not significant, and tool wear is insignificant. 

Consequently, the drill bit is classified as a rigid body 

within the contact module, as shown in Table II. 

TABLE II. MATERIAL PROPERTIES OF DRILL TOOL AND WORKPIECE 

Parameter Al 7075-T6 Steel 

Density (kg/mm3) 2.81e−06 7.85e−06 

Young modulus (GPa) 71.7 200 

Poisson ratio 0.33 0.3 

IV. RESULT AND DISCUSSION 

Fig. 5 shows the results of the drilling simulation 

including both FEM and SPH methods. The simulation 

results align well with experimental observations, 

demonstrating that the model accurately predicts physical 

behavior during drilling. This validation improves the 

belief in the model’s dependability. To validate the 

accuracy of the FE model, a comparison between 

experimental results in [33] and simulation findings will 

be conducted in the following two parameters: force and 

temperature. 

 

 
(a) 

 
(b) 

Fig. 5. Drill simulation results with (a) SPH model  

 and (b) FEM model. 

Figs. 6 and 7 show the temperature simulation results at 

3 points at the drill tip P1, P2, P3 (in case of using SPH) 

and Q1, Q2, Q3 (in case of using FEM). 

 

  

Fig. 6. Temperature at 6 points P1, P2, P3, Q1, Q2, Q3. 

 

Fig. 7. Three points on the drill head SPH (left), FEM (right). 
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The results show that the temperature when simulated 

by SPH at 2 points P1 and P2 is always higher than the 

corresponding 2 points Q1 and Q2 when simulated by 

FEM. Meanwhile, at point P3, the temperature is lower 

when simulated by SPH at temperatures below 1500 C, 

and higher when the temperature is from 150 to 2000 C 

compared to the corresponding point Q3 in FEM. 

 

 

Fig. 9. Force diagram at cutting speed Vc = 60 m/min. 

 

Fig. 10. Torque diagram at cutting speed Vc = 60 m/min. 

 

Fig. 11. Comparison of forces from experimental results [33] and SPH 

simulation. 

 

Fig. 12. Comparison of torque from experimental results [33] and SPH 

model simulation. 

 

Fig. 13.  Comparison of forces from experimental results [33] and FEM 

simulation. 

 

Fig. 14.  Comparison of torque from experimental results [33] and FEM 

simulation. 

The results of both FEM and SPH models in the  

Figs. 9–14 show that the drilling temperature increases as 

the feed rate increases, when increasing the feed rate from 

fz = 0.05 mm/rev to fz = 0.1 mm/rev at the main cutting 

speed Vc = 60 m/min, with the SPH model at 2.49 s the 

drilling temperature increases from 179 °C to 199 °C. 

Increasing the feed rate to fz = 0.2 mm/rev will increase 

the temperature up to 231 °C. In the FEM model when  

fz = 0.05 mm/rev the temperature is 147 °C, 177 °C at  

fz = 0.01 mm/rev and reaches 204 °C when fz = 0.2 mm/rev. 

Regarding the thrust force criterion, the SPH model’s 

error in percentage is: 13.7%, 7.24%, 6.58% 

corresponding to the feed rates of fz = 0.05 mm/rev,  

fz = 0.1 mm/rev, fz = 0.2 mm/rev, respectively. As for the 

FEM model, the error is 11.92%, 7.31%, 2.87% 

corresponding to the feed rates of fz = 0.05 mm/rev,  

fz = 0.1 mm/rev, fz = 0.2 mm/rev, respectively. 

The torque in the FEM model has an error of <20%. 

When fz = 0.05 mm/rev, the simulation value is 2.63 Nm, 

while the experimental value is 2.87 Nm, with an error of 

8.36%. In the case of fz = 0.1mm/rev, the error is 11.17%, 

and the remaining error is 15.11% when fz = 0.2 mm/rev. 

Looking at the chart, we can see the increasing trend of 

torque when increasing fz. Similarly, the SPH model has 

errors of 10.8%, 13.13%, 17.34%, respectively. The 

explanation for this is that when the feed rate increases, it 

means that the drill bit thrust increases, cutting and 

breaking more material in each revolution. According to 

formula M = F × r, the thrust F increases, the torque also 

increases with the rotating arm r remaining constant. 

Table III is a summary of the simulation results. 
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TABLE III. SIMULATION RESULTS IN SPH AND FEM MODELS 

Items Vc (m/min) fz (mm/rev) SPH Model FEM Model 
Experimenta

l results [33] 

Difference 

relative (SPH) 

Difference 

relative (FEM) 

Temperature 60 

0.2 231 204 ----- ----- ------ 

0.1 199 177 ----- ----- ----- 

0.05 179 147 ----- ----- ----- 

Force (N) 60 

0.2 631 609 592 6.58% 2.87% 

0.1 338 336 362.5 7.24% 7.31% 

0.05 255 251 224.25 13.7% 11.92% 

Torque (Nm) 60 

0.2 6.29 6.46 7.61 17.34% 15.11% 

0.1 5.77 5.67 5.15 12% 10.1 % 

0.05 2.56 2.63 2.97 13.8% 11.4 % 

Simulation 

time 
60 

0.2 2 h &15 s 5 h & 38 s -----   

0.1 2 h & 15 s 5 h & 38 s -----   

0.05 2 h &15 s 5 h & 38 s -----   

 

There is a certain error between simulation and 

experiment, reasons for Deviations in Cutting Force and 

Heat Between Experiment and LS-DYNA Simulation. 

Tool and workpiece are often simplified: Tool is modeled 

as rigid, idealized geometry (no coatings or wear) , Initial 

workpiece temperature is constant (ignores pre-heating or 

cutting environment). In milling, tool–chip contact is 

dynamic, with high-pressure and micro-slip behavior. LS-

DYNA uses Coulomb friction (constant coefficient), 

which doesn’t capture: variable friction due to surface 

oxidation, temperature, or wear and sticking and sliding 

zones along the rake face 

The temperature in both models increases as the feed 

rate increases. The explanation for this phenomenon may 

be that the chip thickness and friction increase as the feed 

rate increases. As the feed rate increases, the chip becomes 

thicker, which means that the ratio of surface area to chip 

thickness decreases. As the surface area decreases, the heat 

dissipation capacity also decreases. Therefore, the heat 

generated by friction cannot be dissipated quickly, 

resulting in an increase in temperature. The tool 

temperature is monitored while rotating at a speed of  

Vc = 60 m/min and a feed rate of fz = 0.1 mm/rev. The 

purpose of this study is to study the temperature 

distribution and variation on the surface of the drill bit 

during drilling. Only representative grains are selected for 

study and not too many points are selected. As shown in 

Fig. 7 three points are marked on the edge of the drill. 

P1(SPH), Q1(FEM) are placed in the middle of the 

chisel edge of the drill bit P2, P3 and Q2, Q3 are placed on 

the two edges of the main drill bit. The temperature 

changes of these points are monitored. As shown in the 

temperature curve, the temperature increases rapidly in the 

initial plunge stage and the temperature change at steady 

state is relatively small. The temperatures at P2, P3 and 

Q2, Q3 are similar and the change trend is similar. The 

temperatures at P1 and Q1 are slightly lower than those at 

the main drill edge because the main drilling operation 

does not take place at P1, Q1 and it takes place at P2, P3 

and Q2, Q3. P1, Q1 heat is mainly generated by friction, 

so the temperature increase due to drilling at the remaining 

points is more obvious. This is also consistent with the 

actual situation, consistent with the distribution and 

change law of temperature on the surface during drilling. 

V. CONCLUSION 

This paper presents a method for constructing two finite 

element models (FEM and SPH) for drilling modeling. The 

simulations are performed using the LSDYNA code based 

on available real experimental results. The accuracy of the 

model makes it a satisfactory approach for drilling 

experiments. The two presented models can verify the 

drilling process and predict the heat and cutting forces 

occurring during drilling operation. Regarding the thrust 

force criterion, the SPH model’s error in percentage is: 

13.7%, 7.24%, 6.58% corresponding to the feed rates of  

fz = 0.05 mm/rev, fz = 0.1 mm/rev, fz = 0.2 mm/rev 

respectively. As for the FEM model, the error is 11.92%, 

7.31%, 2.87% corresponding to the feed rates of fz = 0.05 

mm/rev, fz = 0.1mm/rev, fz = 0.2 mm/rev respectively. 

The torque in the FEM model has an error of <20%. 

When fz = 0.05 mm/rev, the simulation value is 2.63 Nm, 

while the experimental value is 2.87 Nm, with an error of 

8.36%. In the case of fz = 0.1mm/rev, the error is 11.17%, 

and the remaining error is 15.11% when fz = 0.2 mm/rev. 

Looking at the chart, we can see the increasing trend of 

torque when increasing fz. Similarly, the SPH model has 

errors of 10.8%, 13.13%, 17.34%, respectively 

Additionally, the findings show that drilling can be 

studied using computers rather than costly experimental 

testing. The proposed model can be used as a reliable tool 

to support the investigation and development of 

optimization for future drilling processes. The results 

shown that Smoothed Particle Hydrodynamics (SPH) is 

the preferred method for cutting force, severe deformation, 

and high strain rate conditions in milling. In contrast, 

Finite Element Method (FEM) is better suited for thermal 

behavior, chip separation in simulation. Future work 

should focus on: Enhancing hybrid FEM-SPH coupling 

techniques to leverage the strengths of both methods 
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