Design of Multi-Agent Pathfinding Robot Using Improved Flood Fill Algorithm in Maze Exploration
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Abstract—Maze exploration is a field of science that continues to be researched and developed. Various algorithms, techniques, and scenarios result in faster trips and shortest distances. Various international competitions in the maze field are also held to encourage quicker and better labyrinth exploration innovations. Usually, maze exploration uses a mobile robot that moves autonomously in pathfinding to reach the target location. This study aims to generate and test a multi-agent algorithm to find the closest distance to reach a target in an unknown maze. So the question is how multi-agents can work together to reach the target using the shortest possible path. For this reason, a flood fill algorithm usually used for single-agent has been developed into an improved flood fill algorithm that can be applied to multi-agents. The result is an algorithm that can be applied to find targets through unknown maze exploration using multi-agent.

Index Terms— maze robot, flood fill algorithm, multi-agent, pathfinding

I. INTRODUCTION

Research on the use of the robot to explore the maze has been carried out for a long time and is still developing today. The application development of maze research exploration can be implemented in many areas, such as autonomous cars, traffic control, video games, warehouse robots, Unmanned Aerial Vehicles (UAV), search and rescue missions, and many other applications.

Autonomous navigation is an essential feature of mobile robotics. It enables the robot to move independently to a target location without being controlled. Many algorithms have been studied, each with its benefits and limitations.[1][2][3]

Usually, maze exploration uses a mobile robot that moves autonomously in pathfinding to reach the target location [4]. This research tested a single and multi-agent pathfinding robots to find the target location and return to the starting point in a 16 x 16 maze arena. It is considered sufficient for two robot experiments. More multi-agent pathfinding robots need broader maze arenas to give more chances to get more exciting data.

Overall, the contribution of this research is the novelty of the Improved Flood Filling Algorithm in maze exploration, which has been successfully applied to multi-agents. The test was carried out to test the Improved Flood Fill algorithm, which was used to multi-agent pathfinding robots, and at the same time, the weaknesses of the application of the Flood Fill algorithm when carried out for multi-robots.

II. LITERATURE REVIEW

Maze exploration has long been a growing field of research. Its application in various industries, including games, robots, autonomous vehicles, and autonomous...
warehousing, has attracted researchers worldwide. Overall, the maze problems can be classified into three scenarios: (1) the target location is unknown but has a maze schema; (2) the Labyrinth Schematic is unknown but has a target location; and (3) both the target location and the labyrinth scheme are unknown. Various approaches and ways of thinking have been developed to create new and improved methods and algorithms exploring mazes. [5]

In the game industry, the first scenario is frequently used, in which the path is known, but the enemy and target are unknown [6]. The robot must navigate a maze of unknown paths in the second scenario to reach the predetermined target [7]. The annual micro mouse competition uses this second scenario, in which the robot must explore the maze's path to the destination and then return to the starting point. The robot must then arrive at the target location as quickly as possible using the best distance calculated from the previous exploration results. Meanwhile, in the third scenario, the target’s and the road’s locations in the maze are unknown and must be searched [8][9][10]. The target location could be in the middle or at the edge of the maze, so the robot must explore the maze while mapping the maze based on its exploration.

Maze exploration can also be developed by using more than one robot. It is called multi-agent pathfinding (MAPF) [11][12], one of Multi-agent System development. There are two groups of MAPF algorithms:

1. MAPF will be simplified into understandable algorithms using a reduction-based solver. SAT [13], linear integer programming, and response set programming are part of the Reduction-based solver.

2. Search-based solvers, such as Flood Fill algorithm [3], Dijkstra's algorithm [14], A* algorithm [15], Pledge algorithm [16], Genetic algorithm [17], Trémaux’s[18], Trees and Ant colony optimization [19], are the second group of MAPF development.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Benefits</th>
<th>Limitation</th>
</tr>
</thead>
<tbody>
<tr>
<td>A*</td>
<td>Cost-efficient</td>
<td>Requires a large amount of memory</td>
</tr>
<tr>
<td>Ant colony algorithm</td>
<td>Optimal time</td>
<td>More number of iterations</td>
</tr>
<tr>
<td>Genetic algorithm</td>
<td>Multiple solutions</td>
<td>Inconstant optimization response times</td>
</tr>
<tr>
<td>Depth First Search</td>
<td>Simple to implement</td>
<td>Large computing power</td>
</tr>
<tr>
<td>Breadth-First Search</td>
<td>When memory is not a problem</td>
<td>Large space complexity</td>
</tr>
</tbody>
</table>

Maze exploration is a search-based solver, which belongs to the second group. A pathfinding algorithm based on search-based solvers aims to reduce costs from start to finish. Because it can reduce the heuristic cost as much as possible, the A* algorithm is frequently used in Artificial Intelligence that follows the path. Aside from A*, an ant colony algorithm also mimics ant behavior. The algorithm initially traverses nodes at random while updating the cost of each node. Then we can find the best route in terms of time. The disadvantage is that it necessitates numerous iterations. A Flood Fill algorithm is also available and is commonly used for maze exploration. In Flood Fill, each cell has a value representing its distance from the target. Of course, this necessitates regular updates. [20]

TABLE I. COMPARISON OF PATHFINDING MAZE ALGORITHM

<table>
<thead>
<tr>
<th>No.</th>
<th>Author</th>
<th>Title</th>
<th>Env.</th>
<th>Agent</th>
<th>Task</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>Semenas, 2020</td>
<td>Modeling of Autonomous SAR Missions[23]</td>
<td>Static - Known</td>
<td>Single</td>
<td>No</td>
</tr>
<tr>
<td>6</td>
<td>Y. Liu, 2019</td>
<td>Formation control and collision avoidance for a class of multi-agent systems[25]</td>
<td>Static - Known</td>
<td>Multi</td>
<td>No</td>
</tr>
<tr>
<td>7</td>
<td>K. Shetty, 2019</td>
<td>Drivable road corridor detection using Flood Fill road detection algorithm[26]</td>
<td>Static - Known</td>
<td>Single</td>
<td>No</td>
</tr>
<tr>
<td>8</td>
<td>H. Shi, et al. 2019</td>
<td>Clustering-based task coordination to SAR teamwork of multiple agents[27]</td>
<td>Static - Known</td>
<td>Multi</td>
<td>No</td>
</tr>
</tbody>
</table>

TABLE II. MAIN STUDIES ON MULTI-AGENT PATHFINDING [21]
Table I summarizes various pathfinding maze algorithms. These algorithms are implemented as a single agent in the static maze environment. The most common algorithms used to implement a maze-solving robot are A* and Flood Fill.

The advantages and limitations of each existing algorithm are shown in Table I. The Flood Fill algorithm
was chosen for this study based on the benefits of this algorithm, which is optimal and is the best algorithm that is frequently used in the annual micro mouse competition.[30][31]

There are several pieces of research on the exploration of the maze and multi-agents. It shows in Table II.

III. HARDWARE DESIGN

The robot used for experiments in this study uses a miniQ 2WD robot chassis. Fig. 1 depicts the robot chassis. It consists of a 122mm diameter robot chassis, a pair of wheels, ball casters, and a couple of Direct Current (DC) motors with a gearbox and DC motor bracket. This robot uses a rotary encoder connected to a DC motor to calculate wheel rotation, as shown in Fig. 2 [12].

Figure 1. Mobil Robot from the overhead and side view.

It has three infrared sensors that detect the position of the maze wall in the front, right, and left. Driver L293D controls the speed and rotation of a DC Motor in this maze robot [13]. It also has a rotary encoder, which calculates the spin of both wheels. The robot is started by pressing a button.

Robots use DC motors to rotate the wheels. It would direct the robot to move forward, turn left or right, and rotate backward [14]. The AT Mega 328 microcontroller in this maze robot responds to input signals and runs the actuator based on processing algorithms [10]. It was designed to update the maze's path using ESP8266 Wifi MCU to and from the laptop.

Figure 2. Maze a single robot's block diagram.

The maze size is 16x16 cells in size, as shown in Fig. 3. The maze was designed with two paths to solve it. One of the paths is significantly longer than the other. The Robot (Fig. 2) must determine which path is the shortest and then solve the maze using that path.

Figure 3. The layout of the maze.

IV. ALGORITHM

Several search-based solver algorithms can be implemented to solve the maze cases. However, this research chooses the Flood Fill algorithm as the primary algorithm. It is suitable for the maze with a target location in the middle of the maze. A flowchart of improved flood fill algorithm implemented for multi-agent can be seen in Fig. 4.

The Improved Flood Fill algorithm's primary goal is to update the cell value, share it with other agents, and update its wall map. If the other agent is more effective, then switch the job. As a result, the Flood Fill algorithm adapts to the wall conditions it encounters while exploring the maze. Maze exploration experiments with a single or two robots update the maze walls discovered during exploration.

V. RESULTS AND DISCUSSION

There are several types of research on multi-agent and maze exploration. Table II shows the various studies on multi-agent pathfinding that have been carried out. Based on the multiple objectives and characteristics of these various studies, it was found that the majority of maze exploration is still single agents. This study focused on examining the use of multi-agent pathfinding in a maze environment. Flood Fill algorithm is usually used for single-agent but has now been improved to be used on multi-agent.

The experiment was conducted under two circumstances: only one robot was working, and both were working simultaneously. A program is used to simulate the experimental results to facilitate the description of the robot's journey.
The first robot's return journey, depicted in Fig. 6, reveals that it did not use the travel route when leaving but instead tried a new path. This route is shorter, with only 27 steps required to return to the starting point.

The following experiment employs a second robot that moves from the lower right corner to the target in the center. Fig. 7 depicts the journey. It needs 36 steps to reach the target location.

The next test is the second robot's return journey from the target to the starting point. Fig. 8 depicts this. It uses the same path and needs 36 steps.
The following experiment involved running two robots simultaneously, from the upper left corner and the second from the lower right corner. Because it is closer than the first robot, the second robot arrives first. Fig. 9 illustrates this.

Because the two robots move at different angles, the updated wall information from these two robots’ trips does not assist the other robots in moving faster to the target. However, the information on the wall becomes more covered, which will aid in the next exploration.

The second robot’s journey back is next, while the first robot is still looking for its way to the target. A collision occurred at one point. (Fig. 10)

Since this collision state would almost certainly be challenging to overcome, it was decided to use task allocation to swap the tasks of the two robots. The task allocation implementation allows the first robot’s work to be transferred to the second robot and the second robot’s position to be transferred to the first robot. Of course, this is possible as long as the two robots perform nearly identical tasks, namely searching for the target location. The collision problem can be solved using this method.

Another experiment moves the second robot's location closer to the first robot's initial location. When both robots are executed, it turns out that they take the same path, where the leading robot finds a way and the other robot follows the same path as the leading robot. Fig. 11 shows the situation of both robots.
VI. SUMMARY

According to the results of the experiments, the two robots were able to communicate with each other and update the data wall they encountered on their journey. The two robots use the data to determine the quickest path to the target.

The two robots should be positioned in opposite directions to provide a better picture of the other robots, and both robots can use this information to determine the closest path.

The problem that most often occurs is when the two robots meet and block each other, for that task allocation is applied to share and exchange tasks. Overall, this facilitates the completion of both robots' tasks.

If the initial locations of the two robots are close together, there is a chance that the two robots will follow the same path. Of course, this reduces the effectiveness of using two robots to explore larger areas faster.

This research in this maze certainly has limitations in terms of maze size, only one agent can occupy the same cell, and the number of agents used is still limited to limit the complexity of the system described.

Future research could look into robotic maze-solving abilities in more extensive and more complex mazes with more robots. Research can also be directed at how many robots are effective for exploring a specific maze size so that the number of robots becomes more effective without actually decreasing effectiveness because of most robots. Furthermore, research can be directed toward establishing a more effective starting location for the robot.
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