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Abstract—Electro-Hydraulic Actuator (EHA) system is a 
prevalent mechanism in industrial sectors. This system 
commonly involving works that required high force such as 
steel, automotive and aerospace industries. It is a 
challenging task to acquire precision when dealing with a 
system that can produce high force. Besides, since most of 
the mechanical actuator performance varies with time, it is 
even difficult to ensure its robustness characteristic towards 
time. Therefore, this paper proposed the industrial’s well-
known controller, which is the Proportional-Integral-
Derivative (PID) controller that can improve the precision of 
the EHA system. Then, an enhanced PID controller, which is 
the fractional order PID (FOPID) controller will be applied. 
A classical and metaheuristic optimization methods, which 
are gradient descent (GD) and particle swarm optimization 
(PSO) algorithm are used to obtaining the optimal gains of 
both controllers. In addition, to examine the tracking 
performance of the designed controllers, the performance of 
the proposed optimization algorithms is analysed. As a 
result, in a practical point of view, it can be inferred that the 
PSO algorithm is capable to generate more practical sense of 
gains compared with GD, and the precision characteristic of 
the FOPID is greater than the PID controller. 
 
Index Terms.—positioning tracking analysis, Electro-
Hydraulic Actuator (EHA), robust control design, gradient 
descent optimization, particle swarm optimization 
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I. INTRODUCTION 

Dynamics delivered to the Electro-Hydraulic Actuator 
(EHA) system are usually linear or rotary, which are also 
referred as the cylinder or motor. Due to its character that 
is capable to deliver high forces, widespread engineering 
applications dealing with these high-forces dynamics 
have been found in construction [1], agriculture [2], oil 
and gas [3], mining and material handling machinery [4]. 
Whereby, EHA system produces massive contributions in 
the engineering sector that impetus the world economy 
[5].  

However, the existence of uncertainties, nonlinearities 
behaviour and disturbances in the EHA system normally 
causing tracking errors and phase lag during the position 
tracking process, which consequently increase the 
challenge of the controller design [6]. These existing 
drawbacks motivate researchers to further investigate the 
potential method that is capable to enhance the hydraulic 
actuator performance. Where control system emerged to 
be effectively improved the EHA system performance by 
reducing the effect of the existing drawbacks. 

Owing to the fact of the proportional-integral-
derivative (PID) controller, which is easy to be 
understood, it is a universal control strategy in the 
industrial sector, and a control strategy trademark for 
researchers to conduct their research. In a recent trend, 
researchers have intended to alter the structure of this 
controller so that enhancement can be achieved. Most 
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common structures including gain-scheduling and 
fractional order that is evidence to be performed better 
than the conventional PID controller [7–10]. With the 
synthetization of computational optimization algorithms 
in these control strategies, great improvement has been 
obtained in the EHA system [11–13]. 

This paper addressing the tracking performance of the 
PID and FOPID controller in terms of error analysis 
implemented in the nonlinear EHA system. Both control 
parameters will be optimized using classical and 
metaheuristic algorithms, which are gradient descent (GD) 
and particle swarm optimization (PSO), respectively. 
Then, the controller performances are examined 
comprehensively in a simulation environment. The work 
will be implemented in hardware in a near future. The 
organizations of this paper are, the discussion of the 
system modelling, the optimization methods are first 
presented. Then, a comprehensive examination of the 
controller performances is carried out. Subsequently, the 
overall performances of both controllers implemented in 
the EHA system will be concluded. 

II. MODELLING AND OPTIMIZATION 

A. Modelling of the Electro-Hydraulic Actuator System 

In current work, proportional will be utilized in the 
experimental platform. The spool of the proportional 
valve is driven by the motor with a certain amount of 
torque as depicted in Fig. 1.  

 
Figure 1. Common structure of EHA valve. 

The torque of the motor is producing from the voltage, 
Vv and generating the current, Iv that produced mechanical 
motion of the spool valve, which can be expressed in 
equation (1). 

 

 v
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dt
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where Lc and Rc denote the inductance and the resistance, 
respectively. 

A second-order differential equation is formed through 
the derivative of the electrical equation as indicated in 
equation (2). 
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where ξ and ω represent the damping ratio and the natural 
frequency of the spool valve. 

The position of the proportional valve is considering to 
be centred that control the flow of the fluid, Q of the 
chamber. The equation of flow rate, Q in equation (3) 
consists of the proportional valve gain, Kv and the 
pressure difference, Pv that affecting the position of the 
spool valve, xv. 

 

 v v vQ K x P   (3) 

 
In each chamber, the characteristic of the fluid flow is 

denoted in (4) and (5) by neglecting the leakage effect 
that is uncertain to be occurred [14]. 

 

 1 1
1

1 1

; 0,

; 0,

v v s v

v v r v

K x P P x
Q

K x P P x

   
 

 (4) 

 2 2
2

2 2

; 0,

; 0,

v v r v

v v s v

K x P P x
Q

K x P P x

   
  

 (5) 

 
In the evolution of the EHA system, the pressure 

regulator is commonly equipped on the power pack. The 
operating pressure is thus can be limited by the regulator. 
The dynamics of the pump and the proportional valve 
forming the pressure as expressed in (6). 

 

 ( )e
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t

P Q Q dt
V


   (6) 

 
where βe is the bulk modulus of the fluid, Vt is the piping 
volume, which is connected between the pump and the 
proportional valve, Qpump is the constant flow rate from 
the pump volume, QL is the flow rate from the 
proportional valve volume. 

It is well-known that most mechanical systems are 
highly nonlinear in nature, thus, an appropriate control 
strategy is necessary to compensate for the existing 
drawback. The discussion of the controller design has 
been done in [15]. By implementing an appropriate 
optimization approach, the prominent performance of the 
system is believed to be achieved. 

B. Gradient Descent Tuning Method 

Gradient Descent (GD) is a classical deterministic 
optimization algorithm, which is commonly executed by 
following the command, for instance starting conditions, 
path, procedures, and function. Randomness usually does 
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not exist in deterministic algorithms [16].  
Gradient ascent or descent is both implemented for 

maximization and minimization of such as financial profit, 
and error function, respectively. By comply with user 
command, GD executed and searching from the initial to 
the final nearest point of a particular function, with the 
different paths that consist of different step sizes as 
illustrated in Fig. 2. 

 
Figure 2. Common process of the gradient descent classical 

deterministic optimization algorithm. 

The value of a particular function is reduced at a very 
fast rate in a slope direction. Based on the stopping 
criteria such as the cost function that usually refer to 
means square error reached lower bound, iteration 
reached the maximum value, the process is repeated by 
referring to the equation (7). 
 
 1 ( ) ( )i i i i i i iX X f X X g X        (7) 

 
where for a particular function f(X), the changes of the 
gradient operator ׏  is  based  on  the  step  size  of  λ. λ is 
crucial that commonly varies over time to avoid the 
diverging phenomena. Commonly, the stable condition of 
λ leads to the following equation (8). 
 
 1( ) ( )i if X f X   (8) 

 
The zigzag or orthogonal form of directional derivative 

depicted in Fig. 2 is formed based on equation (9). 
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The initial setting of the GD required further study and 

analysis before the implementation to any system. In this 
article, the initial value of Ziegler-Nicholes as in [17] was 
adopted. An appropriate setting is necessary based on the 
end function of a particular system. The end function in 
the electro-hydraulic system including lifting, pressing, 
and clamping. Some of the end functions required fast 
convergence of this optimization algorithm. Some might 
require high precision. The setting that has been made 
might work in a simulation environment, but further 
performance inspection in the experimental environment 

is needed. 

C. Particle Swarm Optimization 

Particle Swarm Optimization (PSO) is known to be 
uncomplicated and able to be applied to various 
applications [18]. Basically, the implementation of the 
PSO algorithm can be summarized as in Fig. 3. 
 

 
Figure 3. Common process of the gradient descent classical 

deterministic optimization algorithm. 

The searching will always start with randomly 
distributed position and velocity values on the wide range 
of searching area. All the particles will then share their 
velocity and position information obtained in every 
iteration. The particle will be updated with new velocity 
and position information based on the formula as stated 
below [19]. 
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Searching will be ended when one of the criteria is 

fulfilled. The criteria are such as achievement of the 
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minimum error, and maximum iterations are reached. 
Descriptions for formulas 10 and 11 are summarized in 
Table I [20]. 

TABLE I.  DESCRIPTION OF THE PSO  

Terms Description 

v Particle’s velocity 

k+1 Particle’s future iteration 

I Particle’s value, where i = 1, 2, 3, …, n 

d 
Problem dimension of a particular system, where d = 1, 
2, 3, …, n 

k Particle’s iteration, where k = 1, 2, 3, …, n 

c1 / 2 
c1 = self-coefficient 
c2 = group / swarm-coefficient 

rand1 / 2 
rand = random value ranged from 0 to 1 
rand1 = random value of self-coefficient 
rand2 = random value of group-coefficient 

pbest Particle’s personal or self-best value 

gbest Particle’s group / swarm or global best value 

III. RESULTS AND DISCUSSION 

In the control system, conventional tuning methods 
such as try and error, common Ziegler-Nichols tuning 
method for PID controller might hardly maximize the 
performance of a controller. Optimization methods are 
therefore compensating for this circumstance by obtaining 
the optimal gains of a controller. Countless optimization 
methods have been introduced over time through different 
device approach with a similar objective, which is to 
obtain an optimal result.  

In this paper, MATLAB/Simulink 2021a software will 
be fully used to conduct the controller design and 
optimization process. By using a step response, the 
performance of the designed controllers, which are 
proportional-integral-derivative (PID) and fractional-
order proportional-integral-derivative (FOPID) have been 
observed. By using the classical and metaheuristics 
optimization methods, which are Gradient Descent (GD) 
and Particle Swarm Optimization (PSO), the performance 
of the obtained gains, implemented into the PID and 
FOPID controller have been evaluated. 

Table II listed the parameters or gains acquired from 
both GD and PSO optimization methods. Fig. 4 is the 
output result with a specific line or waveform 
representation as indicated in the legend. Based on the 
result on the figure, and the numerical data in Table III, 
the PID and FOPID controllers, which optimized using 
GD showing slightly different performances compared 
with the PSO. While the FOPID controller that optimized 
using the PSO algorithm is far better than the PID 
controller. 

 
Figure 4. Output performance of PID and FOPID with GD and PSO 

optimization algorithms. 

In this work, the PSO algorithm implemented to search 
for the PID and FOPID gains was using random values as 
its initial value. While GD algorithm has using Ziegler-
Nicholes parameters as emphasized in the earlier section 
as its initial value, which cannot be executed in a random 
parameter. Since the GD toolbox has been well-developed 
in MATLAB, thus the toolbox will be used, where fix 
initial gains are necessary before the execution. Instead of 
fix initial gains, PSO required only random or simply said 
any initial value to searching for the optimal gains. 

Thus, in this situation, the performance measurement 
matric as tabulated in Table III is necessary to be 
involved. Since PSO is much more user friendly than the 
GD, which is like plug and play execution, thus the 
performance in terms of accuracy and precision might be 
degraded. However, as shown in the numerical data in the 
table, the overall performance in terms of overshot 
percentages, rise time, settling time and the root means 
square error analyses of the FOPID controller that 
optimized using PSO algorithm has outperformed the 
other three strategies. 

TABLE II.  GAINS OBTAINED USING GRADIENT DESCENT AND PARTICLE SWARM OPTIMIZATION METHODS 

Controller 
Parameter 

Kp Ki Kd λ δ 

PID-GD 123.2469 0.0150 0.0038 1 1 

PID-PSO 49.8454 0.0149 0.0471 1 1 

FOPID-GD 123.2799 0.0150 0.0038 1 1.0053 

FOPID-PSO 49.8377 44.1156 0.0584 49.5288 0.0664 
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TABLE III.  ROOT MEANS SQUARE ERROR, TRANSIENT RESPONSE AND STEADY-STATE ERROR ANALYSES 

Controller 
Transient Response Steady-State 

Error (ess) 
RMSE 

OS (%) Tr (s) Ts (s) 

PID-GD 6.4480x10-07 0.0841 0.2054 1.7607x10-04 1.6362 

PID-PSO 7.9940x10-06 0.2350 0.4755 1.0469 x10-03 2.4027 

FOPID-GD 1.9990x10-06 0.0840 0.2053 1.7600 x10-04 1.6360 

FOPID-PSO 0 0.0687 0.1842 3.0375 x10-04 1.5310 

 
Furthermore, from a practical standpoint, in terms of 

the gain’s feasibilities for both GD and PSO algorithms, 
the value of the gains for the PSO is more reasonable than 
the GD that has very high gains. However, this statement 
required further analyses in the experiment environment.  
Thus, both GD and PSO optimization methods have their 
pros and cons. The knowledge for a proper setting is 
necessary so that the algorithm can perform optimally.  

Refer to Fig. 5, the yellow boundary on the right side 
was formed based on the setting that has been made 
before the execution. In this paper, the default setting has 
been adopted by only changing the reference response 
value. The setting can still be adjusted to minimize the 
error obtained in the result. However, further examination 
in a practical experimental environment is necessary to 
examine the performance of the obtained gains. Damage 
or instability might be occurred due to the very high gains. 
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Figure 5. Optimization iteration for classical GD optimization method. 

IV. CONCLUSION 

A research based on two different control strategies 
with two different optimization algorithms is conducted. 
The simple and industrial’s favourite controller, which is 
the PID controller is first designed under the nonlinear 
and uncertain characteristics of the EHA system. 
Followed by the enhanced PID controller with the so-
called FOPID controller is designed. The controller’s 
gains are obtained using GD and PSO algorithms. Based 
on the result, the PID and FOPID controllers, which were 
optimized using GD capable to acquire better performance 
compared with the PSO. However, most of the classical 

optimization algorithms are known to be having issues in 
dealing with multimodal or discontinuity functions. 
Therefore, most of the optimization methods, including 
classical and metaheuristic optimization methods existed 
with the trade-off to satisfy all the performance matrixes 
including precision, accuracy, and feasibility in the 
practical environment. Hence, researchers are encouraged 
to develop a method that is capable to covered-up most of 
the performance matrixes. 

CONFLICT OF INTEREST 

Authors declare no conflict of interest. 

AUTHOR CONTRIBUTIONS 

C. C. Soon and R. Ghazali conducted the research, 
analyzed the data, and wrote the paper. S. H. Chong, M. F. 
Ghani, Y. Md. Sam, Zulfatman review the manuscript. 
All authors had approved the final version manuscript. 

ACKNOWLEDGEMENT 

The support of Universiti Teknikal Malaysia Melaka 
(UTeM) is greatly acknowledged. The research was 
funded by UTeM Zamalah Scheme. 

REFERENCES 

[1] J. Shi, L. Quan, X. Zhang, and X. Xiong, “Electro-hydraulic 
velocity and position control based on independent metering valve 
control in mobile construction equipment,” Autom. Constr., vol. 94, 
pp. 73–84, 2018. 

[2] Q. Gao, Z. Lu, J. Xue, and H. Gao, “Design and test of hydraulic 
device for electro-hydraulic controlled hitch system of a 
horticultural tractor,” INMATEH - Agric. Eng., vol. 60, no. 1, pp. 
253–260, 2020. 

[3] Z. Han, M. Hu, J. Zhao, and W. Yu, “Study on the influences of oil 
supply pressure and maximum opening of electromagnetic valve 
on upstream pressure fluctuation,” Int. J. Engine Res., vol. 22, no. 
3, pp. 935–948, 2021. 

[4] H. Roozbahani, M. Alizadeh, A. Ahomäki, and H. Handroos, 
“Coordinate-based control for a materials handling equipment 
utilizing real-time simulation,” Autom. Constr., vol. 122, pp. 1–24, 
2021. 

[5] L. A. Lynch and B. T. Zigler, “Estimating energy consumption of 
mobile fluid power in the United States,” 2017. 

[6] M. Jelali and A. Kroll, Hydraulic Servo-systems: Modelling, 
Identification and Control. Springer - Verlag London Limited, 
2003. 

[7] A. Asgharnia, A. Jamali, R. Shahnazi, and A. Maheri, “Load 
mitigation of a class of 5-MW wind turbine with RBF neural 
network based fractional-order PID controller,” ISA Trans., vol. 96, 
pp. 272–286, 2020. 

[8] T. A. Jumani et al., “Jaya optimization algorithm for transient 
response and stability enhancement of a fractional-order PID based 
automatic voltage regulator system,” Alexandria Eng. J., vol. 59, 

International Journal of Mechanical Engineering and Robotics Research Vol. 11, No. 3, March 2022

© 2022 Int. J. Mech. Eng. Rob. Res 196



no. 4, pp. 2429–2440, 2020. 
[9] A. Jegatheesh and C. Agees Kumar, “Novel fuzzy fractional order 

PID controller for non linear interacting coupled spherical tank 
system for level process,” Microprocess. Microsyst., vol. 72, pp. 
1–36, 2020. 

[10] B. Yang et al., “Robust fractional-order PID control of 
supercapacitor energy storage systems for distribution network 
applications: A perturbation compensation based approach,” J. 
Clean. Prod., vol. 279, pp. 1–15, 2021. 

[11] R. Pradhan, S. K. Majhi, J. K. Pradhan, and B. B. Pati, “Optimal 
fractional order PID controller design using ant lion optimizer,” 
Ain Shams Eng. J., vol. 11, no. 2, pp. 281–291, 2020. 

[12] D. S. Acharya and S. K. Mishra, “A multi-agent based symbiotic 
organisms search algorithm for tuning fractional order PID 
controller,” Meas. J. Int. Meas. Confed., vol. 155, pp. 1–15, 2020. 

[13] M. S. Bouakkaz et al., “Dynamic performance evaluation and 
improvement of PV energy generation systems using moth flame 
optimization with combined fractional order PID and sliding mode 
controller,” Sol. Energy, vol. 199, pp. 411–424, 2020. 

[14] G. A. Sohl and J. E. Bobrow, “Experiments and simulations on the 
nonlinear control of a hydraulic servosystem,” IEEE Trans. 
Control Syst. Technol., vol. 7, no. 2, pp. 238–247, 1999.  

[15] C. C. Soon, R. Ghazali, S. H. Chong, C. M. Shern, Y. M. Sam, and 
A. A. Yusof, “Comparison of fractional order PID controller and 
sliding mode controller with computational tuning algorithm,” 
Univers. J. Electr. Electron. Eng., vol. 6, no. 4, pp. 181–190, 2019. 

[16] X. Yang, Nature-Inspired Metaheuristic Algorithms Second 
Edition. Luniver Press United Kingdom, 2010. 

[17] C. C. Soon, R. Ghazali, H. I. Jaafar, S. Y. S. Hussien, Y. M. Sam, 
and M. F. Rahmat, “Controller parameter optimization for an 
electro-hydraulic actuator system based on particle swarm 
optimization,” J. Teknol., vol. 78, no. 6–13, pp. 101–108, 2016. 

[18] Z. Xiang, D. Ji, H. Zhang, H. Wu, and Y. Li, “A simple PID-based 
strategy for particle swarm optimization algorithm,” Inf. Sci. (Ny)., 
vol. 502, pp. 558–574, 2019. 

[19] H. R. Liu, J. C. Cui, Z. D. Lu, D. Y. Liu, and Y. J. Deng, “A 
hierarchical simple particle swarm optimization with mean 
dimensional information,” Appl. Soft Comput. J., vol. 76, pp. 712–
725, 2019. 

[20] C. C. Soon, R. Ghazali, H. I. Zaafar, S. M. Rozali, Y. M. Sam, and 
M. F. Rahmat, “The effects of pressure variation in sliding mode 
controller with optimized PID sliding surface,” in Proc. Asian 
Simulation Conference, 2017, pp. 104–115. 

 
 
Copyright © 2022 by the authors. This is an open access article 
distributed under the Creative Commons Attribution License (CC BY-
NC-ND 4.0), which permits use, distribution and reproduction in any 
medium, provided that the article is properly cited, the use is non-
commercial and no modifications or adaptations are made. 
 
 

Chong Chee Soon received the B. Eng degree 
in Electronic Engineering (Mechatronics) from 
Universiti Tun Hussein Onn Malaysia (UTHM) 
in 2014. Currently, he pursues to the Master 
level in Electrical Engineering at Universiti 
Teknikal Malaysia Melaka (UTeM). 

 
 
 

Rozaimi Ghazali received his B. Eng degree in 
Electrical Engineering (Instrumentation and 
Control) in 2008 and Ph. D in Electrical 
Engineering in 2013 from Universiti Teknologi 
Malaysia (UTM). Currently, he is an Associate 
Professor at Universiti Teknikal Malaysia 
Melaka (UTeM) and his interests involve 
system identification and robust controller 
design. 

 
Chong Shin Horng received Doctor of 
Engineering in mechano-micro electrical 
(precision and control engineering) from Tokyo 
Institute of Technology, Japan in 2010. She gets 
his M.Eng in electrical engineering from 
Universiti Teknologi Malaysia in 2003 and 
bachelor degree in electrical engineering 
(instrumentation and automation) from 
Universiti Teknologi Malaysia. Currently, she is 
an Associate Professor at Faculty of Electrical  

Engineering, Universiti Teknikal Malaysia Melaka. Her research interest 
includes precision engineering, control theory and control system design. 
 
 

Muhamad Fadli Ghani received Bachelor of 
Engineering (Electrical – Instrumentation and 
Control) in 2008 and Master of Engineering 
(Electrical) in 2015 from Universiti Teknologi 
Malaysia (UTM). Currently, he pursued Doctor 
of Philosophy (Electrical Engineering) in 
Universiti Teknikal Malaysia Melaka (UTeM). 

 
 

Yahaya Md. Sam, the author’s received his 
degree in electrical engineering from Universiti 
Teknologi Malaysia, and the degree of Master 
of Science in Control System Engineering from 
The Unversity of Sheffield UK, and the degree 
of doctor philosophy in Electrical Engineering 
from Universiti Teknologi Malaysia, in 1986, 
1988 and 2004, respectively. Currently, he is 
Professor at the Department of Control and 
Instrumentation Engineering, Faculty of  

Electrical Engineering, Universiti Teknologi Malaysia. His main 
research interests are on robust control, sliding mode control and 
automotive control. 
 
 

Zulfatman Has received the B. Eng degree in 
Electronic Engineering (Mechatronics) from 
University of Muhammadiyah Malang (UMM) 
in 2002, M. Eng in Electrical and Electronic 
Engineering from Universiti Teknologi 
Malaysia (UTM) in 2009, and Ph. D in Control 
and Instrumentation Engineering in 2015 from 
Universiti Teknologi Malaysia (UTM). 
Currently, he served as an Associate Professor 
in University of Muhammadiyah Malang 
(UMM). 

 

 

International Journal of Mechanical Engineering and Robotics Research Vol. 11, No. 3, March 2022

© 2022 Int. J. Mech. Eng. Rob. Res 197




