Using SIFT and Sliding Window to Detect and Invent Literature for Library Robot
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Abstract—In recent years, workload of librarian has increased even more in academic or university libraries. In each library, the librarian need to do enormous thing such as guiding, searching information, sorting, arranging, inventing the books or journals, magazines... and that is the daily workload for professional librarians. In this paper, a method of identifying books placed on bookshelves in the library is described like as integrating the identification systems into the robot to carry out service works as well as to reduce service manpower. Book identification’s implementation for inventing the book or journals, magazines... focused on SIFT model in combination with Sliding Window method to recognize the spine of books on bookshelf. The experimental results were greatly potential. The accuracy of inventing with the method of SIFT is up to approximately 95% or more in the case of non-duplicated books.

Index Terms—SIFT, sliding window, image processing, library robot, service robot

I. INTRODUCTION

The everyday task of book statistics is still a boring and time-consuming task. To do this task requires the librarian to identify exact position and order of the book on the shelf. As usual, at the back of each book, there is a tag like barcode or RFID and these things can be read with the specialized reader. Each tag has information about the book and its location. However, we want to develop a different method of scanning books and directing robots with the camera mounted on the robot’s gripper. Our robot has 4 degrees of freedom which including three degrees of freedom to help the robot can move freely in the library environment. The mission of the last degree of freedom in our robot is to help robot’s gripper move up and down between each floor of a bookcase. The main contributions of our robot are as follows:

● Navigate the robot to exactly to the location of bookshelf. Then extract the position based on camera install from above to help identify the directional vector of robot. Since this vector alignment must always be parallel to the vector indicating the direction of the bookshelf. This allows the camera’s angle which is mounted on the robot’s arm can be approximately 90 degrees with the bookshelf. It also means that the robot facing with the bookshelf.

● Detect book spine through SIFT model combines with a sliding window method. This is the mainly thing that we present in this paper. Based on the database of the cropped image of the back of the book, the algorithm can scan on the input image respectively and show the positon and the order of the book along with the pixel position on the photo frame.

Many researcher has shown the great contribute to develop an efficient method recognizing book on bookcase [1]-[7]. The previous work on book identification focused on the spine of the book, mainly by separating the book spine and applying OCR (Optical Character Recognition) module to analyze the writing on it. Then the results will be compared with the existing words in database to find whether if it matches or not. Nguyen Huu Quoc and Won Ho Choi et al [1] use a high-frequency filtering and thresholding in each frame of the camera. They look for the vertical lines of the book spine which means the boundary the book, then they will extract the text data on the cover and use handwriting recognition to read the title name of the book. Recently, Xiao Yang et al [2] has also introduced the method of using deep neural network to recognize the character on book spine. Combined with the processing techniques such as Hough Transform, their method promises to give better results than the OCR module, which was applied for a very long time. In our cases, in the past, we have tried to use the Hough Transform to find the edge the book. However, the negative side of this method is that they were typically affected by noise and lighting condition so the identification processing was very unstable. Therefore, we choose to find a new solution to fix problems. We apply the SIFT model to identify the book on the bookshelf. Through experiments, the SIFT descriptor has been proven to be very useful in practice for image matching and object recognition under real-world conditions. In addition, we have also used the method which called “Sliding window”. Utilizing both of them, we are able to detect books on bookshelf in a various location. The performance results show the great potential in statistics and book searching.

II. SIFT ALGORITHM

The scale invariant feature transform (SIFT) algorithm, developed by Lowe [8]-[10], is an algorithm for image
features generation which are invariant to image translation, scaling, rotation and partially invariant to illumination changes and affine projection. SIFT algorithm can be used to detect distinct features in a picture. Once features are detected for two different images, one can use these features to answer questions like “are the two images taken of the same object?” and “Is the object present exactly in the second image if it appear in the first image?” [11]. When computed of SIFT image features, there are four consecutive phases briefly described in the following:

A. Scale-Space Local Extrema Detection

This stage of the filtering attempts to spot those locations and scales that are identifiable from different views of the same object. This can be efficiently achieved employing a "scale space" function. Further it’s been shown under reasonable assumptions it must be supported by the Gaussian function. The scale space is defined by the function:

$$L(x, y, \sigma) = G(x, y, \sigma) * I(x, y)$$  

Where $G(x, y, \sigma)$ is a variable-scale Gaussian, * is the convolution operator and $I(x, y)$ is the input image. In the scale-space, there are various methods can be used to detect stable keypoint locations. Difference of Gaussians is one such method, locating scale-space extrema, $D(x, y, \sigma)$ by computing the difference between two images, one with scale $k$ times the other. $D(x, y, \sigma)$ is then given by:

$$D(x, y, \sigma) = L(x, y, k\sigma) - L(x, y, \sigma)$$

In order detect the local maxima and minima of $D(x, y, \sigma)$, each point is compared with its 8 neighbors at the same scale, and its 9 neighbors up and down one scale. After having the result, if this value is the minimum or maximum of all these points then this point is an extrema.

B. Keypoint Localization

As for the keypoints, the detected local extrema are good candidates. However, to make systems run more accuracy, they need to be exactly localized by fitting a 3D quadratic function to the scale-space local sample point. The quadratic function is computed using a second order Taylor expansion which has the origin at the sample point. After that, local extrema with low contrast and such that correspond to edges are not able to use because they’re sensitive to noise.

C. Orientation Assignment

Once the SIFT-feature location is determined, a main orientation will be assigned to each feature based on local image gradients as shown in Fig. 2. For each pixel of the region which is around the feature location, the gradient magnitude and orientation are computed respectively as the equations following:

$$m(x, y) = \sqrt{(L(x+1, y) - L(x-1, y))^2 + (L(x, y+1) - L(x, y-1))^2}$$

$$\theta(x, y) = \tan^{-1}\left(\frac{L(x, y+1) - L(x, y-1)}{L(x+1, y) - L(x+1, y)}\right)$$

The Gaussian window whose size depends on the feature octave weight the gradient magnitudes. In order to detect the local maxima and minima of $D(x, y, \sigma)$, each point is compared with its 8 neighbors at the same scale, and its 9 neighbors up and down one scale. After having the result, if this value is the minimum or maximum of all these points then this point is an extrema.

D. Keypoint Descriptor

At the selected scale in the region around each keypoint where the local image gradients are measured. These are convert into a representation that allows for significant levels of local shape distortion and change in illumination.
III. BOOK RECOGNITION

A. Preparation Step

Before starting to apply the SIFT model of identifying the book, we collect the database. At first, we take the pictures of the book individually, then in the next step, we will crop the image to make the border of the photo close to the edge of the book spine (Fig. 3). The main reason is that we want to remove all the excess scene elements around the book.

Figure 3. Crop the boundary of the book.

B. Book Recognition

Once the database of the books in the library has been synthesized as the cropped image. At this time, when implementing, the book recognition system only focuses on the image of the spine in the frame. It will extract keypoints and compute its descriptor then comparing it with the descriptor in the image which extracted from the database to see whether if it matches or not. It is obvious that in the processing, many of initial matches maybe incorrect due to a complicated background which have some ambiguous features. Therefore, we will take the priority on the cluster which have some features first than the individual feature matches because these cluster have much higher probability of detecting correct object. In addition, we will adjust the threshold of the number of the key descriptor. When a certain threshold is reached, the boundary of the book’s spine will be formed with the detailed pixel of its location on the frame. To make robot navigate the book on the bookshelf, we transform those pixels which were extracted from above to real coordinates in outer world. Because of the invariance of SIFT to translations, rotations and scaling transformation in the image domain, moreover it is also robust to moderate perspective transformations and illumination variations so when attaching it to our systems, robot can detect book in different position such as inclined and horizontal position.

C. Combining with Sliding Window Method

The main duty of SIFT is to extract the features of the query image to compare with the feature in the image of database. Because of this, it is quite hard for it to identify multiple duplicates object in the same frame of the camera. As a matter of fact, bookshelf in a real life always have a number of duplicated books placed next to each other so in order to solve this problem, we decide to approach a method “Sliding Window”. In fact, Sliding Window has been widely used in object detection like cars, faces or pedestrian. We want to use it in our book detection systems. The sliding window is simply a rectangle with a predefined length and width which length side equal to the height of the image and one more parameter name step, which can be adjusted according to situation. To identify the entire bookshelf, we choose a sliding window of size \( x \) and then combined with the SIFT to make the identification processing in that \( x \) area, this process will repeat until it reaches the end of the image LIKE AS Fig. 4. Moreover, between each process is a step size which is define the distance between the new window and the previous window. In each window, the output return whether the book has been detected or not. Usually, the sliding window scan multiple times from small to large sizes to optimize the object recognition but in the case of the library bookshelf, the robot’s navigation is always at a fixed focal length with the bookshelf. It will ensure that the bookshelf will be accurately captured within in the frame of camera. Therefore, we would reduce the time to search for the books and have more time to optimize the systems. Specifically, the process of combining SIFT and sliding window is as follows: 1) Initializing window on image. 2) Analyzing features of window. 3) Classify and identify if there is enough threshold reliability. 4) Clean up data and move on to the next window.

Figure 4. Combining SIFT with the sliding window to increase the performance of the algorithm.
IV. EXPERIMENTAL RESULTS AND DISCUSSIONS

Our system is able to identify books on shelves in a library environment. The result of the book recognition is shown in Figure. During scanning, even when the filter measures are applied to help minimize the noise in the image but when we do some experiments, noise still exist. It makes the system have a wrong detection. Instead of detecting a right boundary which close to the book spine, it shows a weird shape on the image such as distortion, or irregularly shaped borders. These problems can lead to unexpected results. When facing with them, we can adjust the threshold of features extraction which suits with the situation but in addition, we add a method to control pixels of the 4 corners vertices of the book and constraint conditions on the angle and length of the edges. Once all the conditions have been met, our systems will ensure that area is definitely the book spine, which will improve the efficiency of the algorithm.

![Figure 5. Book spine detection using SIFT: (a) Result image of bookshelf, (b) Database image.](image)

The Robot will go to the shelf address to search for the book. For example, the book that Robot want to detect is in Fig. 5(b) and robot will go to the shelf where it located and take a photo. Then the system will operate to compare the captured image with the book in the database. It detects at which pixel coordinates of the input image match with the key descriptor of the trained image. The result of the process is shown in Fig. 5(a).

In case there are duplicated books on the shelf, when taking an experiment, based on applying SIFT and Sliding Window, we found that the program has successfully implemented the scan books even when two identical books are lined up next to each other (Fig. 6).

In terms of book statistics, the robot will have to process the identification for each book according to the available database. This is the mandatory thing in our system during the recognition process. Fig. 7 shows the result of demo book statistics. There is a period of time for the system to scan each book spine, which is shown in the Fig. 7. The interactive time to scan for a book is approximately 400ms for step size of 35 on a 720x540 pixels photo frame. The results are experimented shown in Table I. These is only 3 failures out of 10 trials, which could give 70% success rate. This is the approximately percentage that we have tested on nearly 70 bookshelves. Cause the limitation of robot’s moving and space to do experiment so we could only test 10 bookshelves each time doing a research. Sometime the percentage of successful book recognition could be better due to the objective condition but we conclude the percentage which our robot performs most stable. During our experiments, our team had faced a number of problems, but the identification process still produced outstanding results. These problems are:

- Book maybe skewed and the ratio of books in images maybe larger or smaller than the rates in images in the database.
- The saturation of the book in the image sometimes is not the same as the original color due to the light in the library environment is unstable.
- The quality of camera is not good: This can cause a decrease in the image quality. So that when the system analyzes images, the results maybe weird or deviated from the database.

![Figure 6. Book shelf which has a duplicate searching book, then result when combining SIFT and Sliding Window](image)

![Figure 7. The result image of bookshelf when applying fully process.](image)
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V. CONCLUSION

Sift has been widely applied by many object
recognition systems because its invariant to rotation and scale. Thanks to the assistance of SIFT algorithm in combination with the sliding window method, we have implemented a book identification method to help the library management process. When applied to robots, it can help librarians to statistic the number of books in and out after a day. Based on the captured image, the identification system will extract the features of each book to compare with the database. The system has been tested on real images and gave great satisfactory results with the correct identification, approximately 70%. Due to the experiment, our system has shown potential in applying to library management and can be improved even more when combined with robots to not only identify books but also help robots interact do many things in library as the request of the users like retrieve and return the book where it is located.

Table I. Book Recognition Experimental Result

<table>
<thead>
<tr>
<th>Bookshelf number</th>
<th>Real Book</th>
<th>Book recognized</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>9</td>
<td>9</td>
</tr>
<tr>
<td>2</td>
<td>8</td>
<td>9</td>
</tr>
<tr>
<td>3</td>
<td>11</td>
<td>10</td>
</tr>
<tr>
<td>4</td>
<td>8</td>
<td>8</td>
</tr>
<tr>
<td>5</td>
<td>9</td>
<td>9</td>
</tr>
<tr>
<td>6</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>7</td>
<td>11</td>
<td>9</td>
</tr>
<tr>
<td>8</td>
<td>9</td>
<td>9</td>
</tr>
<tr>
<td>9</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>10</td>
<td>10</td>
<td>10</td>
</tr>
</tbody>
</table>

Figure 8. Experiment based library robot.
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