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Abstract—A surveillance drone supervises designated area 

or sites against dangerous situation. In recent years, it is 

required to perform autonomous flight to achieve the 

supervision with path optimization based on minimization 

of the time lag. In this paper, we propose the reinforcement 

learning algorithm to optimize path for autonomous flight of 

surveillance drones. We present a simulation result of a 

single surveillance drone, which has reinforcement learning 

algorithm in an unknown grid area. A single surveillance 

drone finds the optimized path autonomously with 

minimization of the time lag. This paper provides the 

following two main contributions for autonomous flight of 

the surveillance drone. First, the surveillance drone finds 

the optimized path autonomously using proposed the 

reinforcement learning algorithm. Second, the traditional 

reinforcement learning was improved with parameter 

optimization including learning rate coefficient, convergence 

criteria, and adaptive error convergence detection for ε-

greedy policy process.  

 

Index Terms—path optimization, drone, machine learning, 

reinforcement learning 

 

I. INTRODUCTION 

In recent years, drones are quite active research areas 

for a civilian or military mission, such as surveillance, 

delivery, rescue, entertainment, and so on. Kahn et al. 

(2017), Xie et al. (2017), Perez-Ortiz et al. (2016), Kan et 

al. (2013), Yang et al. (2015), and Guo et al. (2014)  have 

been studying on autonomous flight, obstacle avoidance 

or object recognition for mission completion of those 

drones. [1-6] In particular, it is required for surveillance 

drones to perform autonomous flight to achieve the 

supervision with minimization of the time lag and 

optimized pathing. The time lag means how long the 

target area remains unsupervised. Surveillance drones 

supervise designated area or site against dangerous 

situation. In previous study, Pan (2016), Russell et al. 

(2003), and Lake et al. developed different approaches 

including a heuristic approach, a negotiation approach, 

and an approach based on graph-theory for autonomous 
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flight of surveillance drones. [7-8] However, there were 

some challenges in terms of control. It was required to 

equip with many sensors, and quite difficult system 

dynamics. As a result, a reinforcement learning has 

become an attractive approach for autonomous flight of 

surveillance drones recently. The reinforcement learning 

enables surveillance drones learn the right action without 

a priori knowledge of environment or its dynamics for 

autonomous flight. Surveillance drones are able to adapt 

to changing environment autonomously. In previous 

study, Bou-Ammar et al. (2010) proposed the 

reinforcement learning algorithm to control hover and 

altitude of drones, and Santos et al. (2012) tried to track a 

defined trajectory using the reinforcement learning 

algorithm. Lee and Bang. (2011) proposed a model free 

discrete linear quadratic control tied with Q-learning 

algorithm, which trained the feedback gain with small 

errors. [9-11] 

In this paper, we propose the reinforcement learning 

algorithm to optimize path for autonomous flight of 

surveillance drones. We present a simulation result of a 

single surveillance drone, which has reinforcement 

learning algorithm in an unknown grid area. The single 

surveillance drone finds the optimized path autonomously 

with minimization of the time lag. We will study issues of 

surveillance drone in real world, such as the drone 

dynamics, which is the main issue of a drone while in 

operation in the future research. 

This paper provides the following two main 

contributions for autonomous flight of surveillance 

drones. First, the surveillance drone finds the optimized 

path autonomously using proposed the reinforcement 

learning algorithm. Second, the traditional reinforcement 

learning was improved with parameter optimization 

including learning rate coefficient, convergence criteria, 

and adaptive error convergence detection for ε-greedy 

policy process. 

The paper is divided into three parts. In Section 2 and 

3, we introduce about surveillance mission and 

surveillance mission based on reinforcement learning, 

then we provide details of the simulation and the result of 
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the simulation in Section 4. In section 5, we discuss the 

result and future works. 

II. SURVEILLANCE MISSION 

Surveillance drones supervise designated area or site 

against dangerous situation or enemies. In general, they 

have been to designated area or site, and they know about 

terrain information. However, if they have never been to 

a designated area or site, it is not easy for the surveillance 

drones to supervise on unknown area or site. In particular, 

surveillance drones in military or rescue have some 

challenges to complete their mission successfully on 

unknown area. In this paper, we represented an unknown 

area in a grid area as a graph, where the nodes correspond 

to the specific area or site to supervise. The single 

surveillance drone should find the optimized path with 

minimization of the time lag in any unknown 

environment autonomously. It means a single 

surveillance drone is able to supervise the designated area 

against dangerous situation or enemies with autonomous 

flight. This surveillance mission can be easily mapped to 

many different domains from computer networks to path 

planning. 

III. SURVEILLANCE MISSION BASED ON 

REINFORCEMENT LEARNING 

The presented surveillance mission was conducted by a 

drone based on reinforcement learning algorithm. The 

reinforcement learning is a kind of machine learning that 

an agent improves its action-policy by exploring the 

state-space. The details about reinforcement learning will 

be presented in the next subsection. 

 

Figure 1. Overall procedure for adaptive error convergence detection-
based reinforcement learning 

We improve the traditional reinforcement learning 

approach with parameter optimization and adaptive error 

convergence detection for ε-greedy policy processes. In 

the parameter optimization phase, three parameters which 

are learning rate coefficient (  and two convergence 

criteria ( ) are selected as decision variables to be 

optimized. The learning rate coefficient influences on 

learning rate  which determines how much newly 

acquired information would be reflected in agent’s 

behaviour. The two convergence criteria are related with 

error convergence detection process, which determine 

whether a learning phase with fixed ε value is converged 

to a certain state or not. The overall procedures are 

described in the Fig. 1 and the details about each 

procedure is provided in the next subsections. 

A. Reinforcement Learning 

Reinforcement learning which is well summarized by 

Sutton and Barto (1998) is a kind of machine learning 

that makes agents in an environment find good actions by 

collecting more reward with exploration. [12] The 

reinforcement learning is useful learning technique when 

there are no correct answers, but agents can calculate 

reward by taking actions. 

In this paper, we modelled an agent in grid area with 

Markov decision process. The agent with a Markov 

property solely makes its decision with current state, s, 

and the value function,  without knowledge of prior 

state or actions where  is a policy. The agent in this 

paper will have number of states as  where 

and  are number of possible positions, targets 

and timestamp, respectively. 

The value function is updated by the Bellman Equation 

(1). The  represents the expected reward value with 

policy  is a discount factor and  is the reward 

function. 

 

         (1) 

We update the value function with rule described in (2). 

The  represents learning rate dependent on state . 

The learning rate was set as exponentially decay function 

as (3) where  is learning rate coefficient and  is 

number of times that the state been visited. 

 

        (2) 

 

                  (3) 

 

B. -Greedy Policy 

We selected ε-greedy policy as the learning policy. The 

ε-greedy takes random action with ε-percent probability 

and greedy action which leads to the highest valued state 

with (1- ε) percent probability. This policy is known as 

the simplest approach, but very effective learning policy 

when exploring unknown environment. As learning 

iteration repeated with fixed ε value, the value function 
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would be converged to optimal values. Then, we increase 

the ε value and reset learning rate so that the learning will 

progress again. 

The selection problem of ε is quite old question. A low 

ε value leads to explore environment randomly and a high 

ε value leads to exploit previously learned environment 

data. We set the ε value as 0 in the very beginning of 

learning phase and increase the value by 0.1 steps until 

1.0 whenever the value function becomes optimal state 

with given ε value. The decision whether the value 

function reach the optimal state or not will be done with 

adaptive error convergence detection technique which 

will be introduced in subsection 3.4. 

C. Adaptive Error Convergence Detection for ε-Greedy 

Policy 

To utilize computing resource and terminate learning 

process when enough learning is already done, we should 

continuously watch behavior of an agent and detect the 

error convergence. The technique explained in this 

subsection which is adaptively detecting error 

convergence and terminating learning phase is a key 

contribution of this paper. 

The agent would have 10 steps with previously 

explained ε-greedy policy where the value of ε decrease 

from 1.0 to 0.0. In this algorithm, the key factor for fast-

learning is that how long will each step (phase) be 

executed. Too fast terminating a phase would result in 

inadequate learning and too long phase may lead to over-

fitted agent with wasting time and computation efforts. 

We introduce a technique to detect whether the 

learning phase should continue or not based on value 

function difference. The value function, which is updated 

on every  steps where  represents a batch size for 

updating value function, will converge to optimal state as 

learning progressed. The value function difference (ΔV) 

means the summed difference of all values in the value 

function. 

The two key factors, average and standard deviation of 

recent value function difference are used to determine 

whether a learning phase is converged or not. The range 

of value function difference for calculating two factors is 

named as batch size for determining convergence. The 

size should be large enough to reflect latest behavior of 

value function differences. Following two equations, (4) 

and (5) are convergence criteria for i-th learning phase 

and j-th value function difference value, . 

 

               (4) 

 

     (5) 

 

where  is the average of value function differences from 

index  to . 

The general behavior of the value function difference 

in a learning phase is exponentially decrease with 

oscillating noise. The reason is that the learning rate is 

large in the initial section of the learning phases and it 

becomes smaller as many states are visited. Thus, we 

selected two factors, average and standard deviation as 

these are representing the magnitude and noise of ΔV. 

D. Parameter Optimization 

The learning behavior of an agent will be determined 

by three key parameters learning rate coefficient ( , 

convergence criteria for average (  and convergence 

criteria for standard deviation ( ) in the previously 

explained environment. Therefore, the selection of the 

three parameters is important to draw a good learning 

performance of an agent. 

We used Nelder-Mead algorithm which was proposed 

by Nelder and Mead (1965) for optimize parameters. The 

method is the one of the best-known algorithms to find 

minimum or maximum of an objective function in 

multidimensional space. [13] The method makes a 

simplex which is a convex hull of n+1 vertex in n-

dimensional space at initial phase then trying to decrease 

(or increase) the function value at its vertices. Since the 

method is not requiring derivatives, it is widely used in 

many fields. 

The performance (= objective function value) of 

parameter set is calculated by applying greedy approach 

which selects actions with highest value function 

direction with final learning states. 

IV. SIMULATION 

A simulation with the single drone case is conducted 

and presented in this section to validate the proposed 

reinforcement learning for a surveillance mission in the 

simple grid area. The detailed simulation setup, optimized 

parameters, and history of value function are presented in 

next subsections. 

A. Simulation Setup 

The simulation was conducted on an Intel i7 quad-core 

personal computer with 16GB RAM under the Windows 

7 operating system. The 6 by 6 grid area with three 

surveillance targets is selected as simulation environment. 

The environment was constructed using OpenAI gym 

presented by Brockman et al. (2016) with Python 

language. [14] The key parameters of simulation 

environment are summarized in Table I. The number of 

states ( ) is dependent on four parameters, number 

of possible positions ( ), number of target ( ), number 

of action ( ) and number of timestamp ( ). It is 

calculated by the following (6). 

 

 N state = NP * 2 NT * NA* NTS  

        

  (6)

 

The agent gets rewards at two conditions. First 

condition is when the agent reaches a target. The reward 

is fixed in this condition as 5.0, however, there is distance 

(time) penalty to impose the agent to find shortest path to 

a target. The distance (time) is defined as number of 
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actions took by the agent. The penalty is calculated as 

number of actions divided by 10 until getting the reward. 

We selected the number 10 as a denominator of distance 

penalty to tune the ratio between reward and penalty. 

Second condition is when the agent reaches a 

destination point. The second reward value depends on 

how many targets were visited before arriving the 

destination. As the agent found more targets, the reward 

becomes larger and vice versa. The initial values for 

parameter optimizations are set as 0.90, 5.0 and 5.0 for 

learning rate coefficient, convergence criteria for average 

and standard deviation, respectively. 

 
 

Figure  2. 6 by 6 grid map with start, end position and surveillance 
targets  

B.
 

Simulation Result
 

The simulation was conducted on an Intel i7 quad core 

personal computer with 16GB RAM under the Windows 

7 operating system.
 

We optimized the learning 

parameters ( ) with tolerance of 0.001 

and initial condition in Table I. The final optimized
 

values are presented in Table II. We repeated 500 

learnings with the optimized parameters. The average 

reward was 39.0 and standard deviation of rewards was 

2.82. In this environment, the agent can obtain maximum 

reward of 42.0 (optimal solution). The optimal solution 

for this case was calculated by brute-force approach as 

changing the visiting sequence for targets. The number of 

iterations until final convergence was about 0.25 million 

and standard deviation was about 21 thousand.
 

The result of applying simple reinforcement learning 

method based on the approach of Junell et al. (2015) are 

presented in the third column of Table II.
 

[15]
 

The 

learning rate is set as fractional function of number of 

times that the state has been visited as (7). There are no 

convergence criteria because it is not adaptively stopping 

the learning process. The method changes the ε value at 

fixed number of iterations so it could be called as 

scheduled ε-greedy method. The average reward of the 

simple reinforcement learning method was 38.7 and 

standard deviation was 4.06. The number of iterations 

was fixed as 0.32 million since it was scheduled learning. 

 

                            (7) 

 

The proposed method needs about 20% less 

computational cost than simple reinforcement learning in 

500 trials but yielded improved learning result. The 

average rewards were almost same as 39.0 and 38.7 but 

the standard deviation of proposed method was much 

lower than simple reinforcement learning approach which 

means learning performance of the proposed method is 

much stable in many tries. 

TABLE I.  KEY PARAMETERS OF SIMULATION ENVIRONMENT 

Property Value 

Number of possible positions,   

Number of target,  

3 (points where drone 

should supervise for 

surveillance) 

Number of actions,  

8 (left-up, up, right-up, 

right, right-down, 

down, left-down, left) 

Number of timestamps,  30 

Number of random exploration steps,  5,000 

Reward at reaching a target 5.0 – penalty (number 

of action / 10) 

Reward at reaching a destination 

10.0 * (Number of 

visited target) – 

penalty (number of 
action / 10) 

Discount factor,  0.99 

Batch size for updating value function,  100 

Batch size for determining convergence, 

 
2,000  

Initial learning rate coefficient,  0.85 

Initial convergence criteria for average, 

 (%) 
5.0 

Initial convergence criteria for standard 

deviation,  (%) 
5.0 

TABLE II.  SIMULATION RESULT 

Property 

Result of 

proposed 

method 

Result of traditional 

method by Junell et 

al. (2016) 

Learning rate coefficient,  0.891 - 

Convergence criteria for 

average,  (%) 
4.928 - 

Convergence criteria for 

standard deviation,  (%) 
5.051 - 

Average reward (500 trials) 39.0 38.7 

Standard deviation of rewards 

(500 trials) 
2.82 4.12 

Average number of iterations 
until final convergence (500 

250,853 320,000 
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trials) 

Standard deviation of number 
of iterations until final 

convergence (500 trials) 

21,384 0 

 

 
Figure 3. History of value function difference value 

 
Figure 4. History of convergence detection values (average, standard 

deviation of recent value function differences) 

 

Fig. 3 and Fig. 4 represents history of value function 

difference  and convergence detection values, 

respectively. The figures were generated from the same 

simulation. The value function difference abruptly increases 

when ε value changed. It means that much information about 

the given environment is learned in these conditions. As more 

iteration going, the value decreases and less information is 

learned. The red dot lines indicate the situations that ε value is 

changed. 

The shape of Fig. 4 is similar with Fig. 3. The values in Fig. 

4 presents average and standard deviations of recent value 

function differences. As the two values become smaller and hit 

the criteria values (  and ), the current learning phase is 

converged enough, so new learning phase should be started. 

 

 

Figure

 

5. Route

 

history of example simulation
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Figure 6. Route and reward history for optimal solution 

Fig. 5 below presents the intermediate results of the paths 

that the agent changes as it proceeds learning phases. In early 

stage of learning, the agent wanders unnecessarily around 

target or going out of the map. However, the agent learns new 

paths to get more rewards at latter stages. Fig. 6 shows optimal 

solution case when the agent learned perfectly in given 

environment. The final reward of optimal case is 42.0. The 

agent could get rewards of 4.7, 4.5 and 4.1 in each target. 

V. CONCLUSION AND FUTURE WORK 

In this paper, we presented a single surveillance drone, 

which has reinforcement learning algorithm in an 

unknown grid area. The single surveillance drone finds 

the optimized path autonomously with minimization of 

the time lag based on reinforcement learning algorithm. 

We improved the traditional reinforcement learning 

approach with parameter optimization including learning 

rate coefficient and convergence criteria and adaptive 

error convergence detection for ε-greedy policy process. 

Simulation results showed that our proposed 

reinforcement learning approach needs about 20% less 

computational cost than previous traditional 

reinforcement learning approach. However, our proposed 

reinforcement learning approach is required to study 

more on optimizing learning rate coefficient and 

convergence criteria for reliability. Also, it is required to 

study on the single surveillance drone in the unknown 

real area with real maps to apply it to the real area. As a 

result, future research will focus on three areas. First, we 

will optimize learning rate coefficient and convergence 

criteria in real time. Second, we will research to apply our 

proposed reinforcement learning algorithm to the 

unknown real area. Third, we will implement our 

proposed reinforcement algorithm with a real drone and 

study the performance of the real drone based on our 

proposed reinforcement learning algorithm including 

stability issues while operating.  

 

  : Learning rate coefficient 

 : Convergence criteria for average 

 : Convergence criteria for standard deviation 

  : Number of possible states 

  : Number of actions 

  : Batch size for determining convergence 

  : Number of possible positions 

  : Number of random exploration steps 

  : Number of targets 

 : Number of timestamps 

 : Batch size for updating value function 

 : Discount factor 

i : Index for learning phase 

j : Index for value function difference 
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