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Abstract—Supervision and interventions by operators are 

essential but restrictive factors for robotic swarm operations, 

whereas they may also enhance system capability. With the 

aim of demonstrating this positive effect, this research 

proposes the hierarchical organization and subgroup 

forming of robotic swarms for effective use of the 

interventions. Each robot acts as one of four roles and 

organizes the swarm hierarchically according to its 

respective role. The interventions are modelized as 

instructions to inform the required number of robots to 

handle a task during patrol missions. The instructions 

propagate among robots to form a subgroup with the 

required number of robots and handle the task while the 

remained robots continue patrolling. The tasks are highly 

simplified, only requiring the robots to stay nearby each task 

for a certain period. Simulation results showed that the 

proposed scheme improved performance regarding the 

number of completed tasks and required time for each task 

during patrol missions. The results quantitatively 

demonstrated that the supervision and interventions on 

robotic swarms might enhance their capabilities.   

 

Keywords—swarm robotics, swarm organization, continuous 

connectivity, subgroup formation 

I. INTRODUCTION 

Robotic swarms are expected to be deployed in various 

areas because of their advantages, such as robustness, 

scalability, and flexibility[1]. For instance, patrolling is a 

potential application of robotic swarms. Members of the 

swarms can diffuse into patrol areas and investigate 

multiple points of interest simultaneously, thus efficiently.  

On the other hand, there are few examples of robotic 

swarms’ real-world applications. One of the reasons is the 

lack of trust from humans. Emergent behaviors based on 

interactions among robots result in low predictability of 

system output, which leads to untrust [2]. Maintaining 

network connectivity among robots including a base 

station (BS), may relieve this barrier. Through the network 

connection, human operators at the BS can persistently 

supervise the macroscopic behavior of the swarms at least. 

This requirement on connectivity is further essential when 

the systems are deployed in complicated or life-threatening 

applications [3, 4].  
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Though this requirement may sometimes restrict system 

performance [5], it may compensate for the systems’ 

capabilities through BS’s interventions [6]. For instance, 

though there are significant advances in autonomy, 

decisions of priorities and judgments of right and wrong in 

situations are still matters that humans should carry out. 

Connections to the central entities can provide continuous 

access to such decision capabilities or authorities. 

However, few existing studies have demonstrated this 

positive effect quantitatively.  

With the aim of demonstrating this positive effect, this 

paper developed a scheme for robotic swarm organization 

for effective use of the interventions. The proposed scheme 

employs a hierarchical control and corresponding robot 

deployment to merge the distributed nature of swarms and 

interventions from a central agent (i.e., BS). As an example 

of interventions, the BS provides a swarm with instructions 

on the required number of robots for tasks in simulated 

patrol missions. According to the interventions, the swarm 

locally forms subgroups to handle tasks while the 

remaining robots continue patrolling. Our contributions 

are: 

 Development of a structure for hierarchical control 

and deployment for robotic swarms.  

 Development of an algorithm to form subgroups 

locally by the swarm members.  

 Quantitative demonstration of a positive effect of 

the connectivity constraints on the swarm mission 

performance.  

 

II. RELATED WORKS 

Swarm connectivity has been a widely studied topic. 

Amigoni et al. [7] reviewed this topic and categorized it 

into two areas: event-based and continuous. Among these 

two categories, many situations and applications still 

require continuous connectivity [4]. For example, 

Sugiyama et al. developed a distributed strategy for 

explorations with connectivity maintenance, including BS 

[8]. As a more advanced process to maintain network 
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The following sections describe the related works 

(Section II), proposed scheme (Section III), simulation 

studies (Section IV), and conclusions (Section V). 



connections, distributed estimation of the algebraic 

connectivity was developed [9]–[11] and evaluated [12, 

13]. A more straightforward method to reduce the 

computational cost of such processes was also proposed 

[14].  

As for subgroup forming, existing research has focused 

on coalition formation and swarm clustering. Coalition 

formation problems have considered forming robot 

coalitions to satisfy task requirements such as resources 

and deadlines to be completed [15, 16]. As examples of 

swarm clustering, Wei and Chen proposed a clustering 

based on preferred social distances by each agent [17]. 

OuYang et al. [18] also introduced a clustering method to 

form subgroups based on agent IDs and designed the group 

decision-making algorithm.  

The novelty of our study is that it expands on these 

efforts by introducing interventions of the BS as emulated 

human interventions. The study proposed a hierarchical 

control and organization scheme for swarms to utilize the 

interventions. To guarantee the access to the BS, the 

connectivity is maintained without global knowledge of 

robots’ status and network topology. This study further 

advances existing research by quantitatively simulating 

and evaluating the effect of human interventions on swarm 

mission performance. 

III. METHODOLOGIES 

A. Problem Settings 

1) System definitions 

This paper considers a patrol mission by N mobile 

robots: 𝑅 = {𝑟1, 𝑟2, … , 𝑟𝑁}. Each robot acts as one of the 

four roles: 𝑟𝑜𝑙𝑒𝑖 ={local leader, repeater, local leader, 

explorer}. A local leader 𝑟𝐿 ∈ 𝑅 forms a subgroup 𝑠𝐿 ∈ 𝑆, 

composed of itself and subordinate explorers. Subgroup 

size |𝑠|  is the number of explorers belonging to the 

subgroup. The detailed description for each role is shown 

in [19].  

Fig. 1 shows a typical form of the swarm with a single 

subgroup 𝑠𝐿  with |𝑠𝐿| = 6  (i.e., 𝑠𝐿 ≡ 𝑆 ). Regarding the 

network topology, the continuous connectivity among 

robots is maintained using an existing method [19]. A 

group of robots directly connected to 𝑟𝑖 is denoted as 𝐴𝑖.  

 

Figure 1. A typical form of a swarm. The circles denote robots with 

orientations indicated by the small black triangles. The lines between the 
robots denote network connections. The characters on each robot show 

its role: (BS: Base Station, RP: Repeater, LL: Local Leader, EX: 
Explorer)) 

2) Simulated missions 

This study assumes patrol missions for important areas, 

such as power plants, border areas, or disaster areas. The 

missions aim to detect, report, and handle tasks, such as 

failed equipment. Simulated missions in this research 

follow this assumption. A simulator deploys a robotic 

swarm: R in a 2-D field to detect tasks.  
In order to focus on evaluating the effect of the BS 

interventions, this research simplifies the tasks as spots 
that require robots to stay nearby for a certain period. The 

simulator generates one or more tasks at random locations 
in the field. Each task: 𝜏 has two parameters, significance: 
𝑣𝜏 and amount: 𝑣𝜏 ∗ 1000  determined at each task 
generation. 𝑣𝜏  corresponds to the required number of 
robots to be assigned to the task. When the robots find a 
task 𝜏, 𝑣𝜏 is assumed not to be measurable locally and thus 

unknown to the robots. 𝑣𝜏 is instructed by the BS after the 
robots report it to the BS and get approved to be engaged 
in the task. While the robots handle the task, they progress 
the task (i.e., reduce the amount of the task) by the number 
of explorers engaged per timestep. If the number of 
explorers assigned is larger than 𝑣𝜏, the progress will be 

capped as if the 𝑣𝜏 explorers are assigned. When the task 
amount becomes zero, the simulator deletes the task as 
completed and generates a new task to keep the number of 
tasks in the field constant.  

As indicated in the previous paragraph, the BS is 
assumed to be able to evaluate 𝑣𝜏 and approve starting the 

task as the only node that interfaces with the human 
operators. If the swarm has enough members to perform 
the task, it can divide the team into two subgroups. One of 
the subgroups can continue patrolling the field, whereas 
the other performs the task by keeping its explorers nearby 
to the task. Subgroups in and not in engagement are 

denoted as 𝑆𝑒 and 𝑆𝑛 , respectively, where 𝑆𝑒 ∪ 𝑆𝑛 ≡ 𝑆. 

B. Hierarchical Control and Subgroup Formation 

1) Architecture overview 

The system introduces the hierarchical architecture for 
swarm control and organization to supervise the multiple 
robots. Fig. 2 shows the schematic image of this 
architecture. The highest level (Layer 1) performs global 
recognition and decision, such as significance assessments 
of tasks and approvement to perform those tasks. Local 

control, such as subgroup management and mission 
direction, is performed at the middle level (Layer 2). Each 
robot calculates its motions at the lowest level (Layer 3).  

Each robot is responsible for each layer according to its 
role. That is, the BS makes high-level decisions at Layer 1. 
The local leader is responsible for Layer 2, manages the 

subgroup formations, and directs patrol behaviors. The 
robots move the patrol area based on Layer 3. As in a 
previous study  [19], the flocking algorithm determines the 
individual robot motions in this layer. 

 

Figure 2. Structure of the hierarchical control and organization. 
Repeaters are deployed between Layer 1 and 2, if needed. 
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2) Instructions by the BS 

The BS sends two commands: Engage and Join for 

missions. Algorithm 1 describes the process. When the BS 

receives a report on a newly found task from a subgroup 

𝑠𝑖 , it sends Engage as an engagement approval to the 

largest subgroup amongst 𝑆𝑛 . The command will be a 

direct reply to 𝑠𝑖 if there is only one subgroup in the swarm 

(i.e., 𝑠𝑖 ≡ 𝑠∗ ≡ 𝑆) (Line 1–3). Else when the BS receives a 

report on task completion, it sends Join. The BS sends Join 

to 𝑠𝑖 to join another subgroup immediately if the subgroup 

is engaged in a task with an inappropriate assignment. 

(Line 5–6). Otherwise, the command is for the smallest 

subgroup, not in engagement. In this case, the command 

will be discarded if the smallest subgroup is already 

engaged in another task or if there is only one subgroup 

(i.e., 𝑠𝑖 ) in the system (Line 7–8). In case a subgroup 

engaged in a task has no subordinate explorers, and thus 

the task progress gets stuck, the BS calls the largest 

subgroup not in engagement to restart the task (Line 11–

13).  

 

Algorithm 1: Behavior of the BS 

  if reported on task 𝜏 from 𝑠𝑖 then 

   assess the 𝑣𝜏 

   send Engage and 𝑣𝜏 to 𝑠∗ = argmax𝑠∈𝑆𝑛|𝑠| 

4 else if reported task completion from a subgroup 𝑠𝑖 then 

5  if ∃𝑠∗; {𝑠∗ = argmax𝑠∈𝑆𝑒abs(|𝑠| − 𝑣𝜏)  && abs(  |𝑠∗| −

𝑣𝜏) > 1} then 

6   send Join to 𝑠𝑖 to join 𝑠∗ 

7  else if ∃𝑠∗; {𝑠∗ = argmin𝑠∈𝑆|𝑠| && 𝑠∗ ∈ 𝑆𝑛} then 

8   send Join to 𝑠∗ to join 𝑠∗∗ = argmax𝑠∈𝑆|𝑠| 

9  endif 

 0 endif 

   if ∃𝑠∗; {𝑠∗ ∈ 𝑆𝑒  && |𝑠∗| == 0} then 

    if ∃𝑠∗∗; 𝑠∗∗ = argmax𝑠∈𝑆𝑛|𝑠| then   

     send Join to 𝑠∗∗ to join 𝑠∗ 

 4  endif 

 5 endif 

 

3) The Behavior of Subgroups 

Behaviors of subgroups represented by local leaders are 

controlled based on the finite state machine architecture. 

The local leaders decide the direction to patrol, report the 

detected tasks, form the subgroup according to the task 

significance, and unify its subgroup with the others after 

completing the task. Fig. 3 shows the architecture of the 

state machine. The subgroups have four possible states, 

and the transition occurs as follows. Each item corresponds 

to the number appended to the arrows in the figure. 

(1) Reported a detected task and received Engage 

(2) Completed or aborted forming another subgroup 

(3) Task completed  

(4) Another subgroup has merged, and subgroup 

formation is enabled again  

(5) Received Join 

(6) Detected a new task and stop tracking a subgroup 

that is merging target 

(7) Received Engage for a task detected by others  

(8) Completed Join (it is merged with the other) 

(9) Newly generated, divided from another subgroup 

 

 

Figure 3. State machine architecture for the local leaders 

The detailed behavior of the local leader:𝑟𝐿 is shown in 

Algorithm 2. When the 𝑟𝐿  is approved to start a task, it 

reserves 𝑣𝜏  subordinate explorers to handle the task and 

forms another subgroup: 𝑠𝑛𝑒𝑤  by the rest explorers. In 

detail, the local leader initializes an expiration period:p of 

the division command as the number of the rest explorers. 

Subsequently, it sends the command to a subordinate 

explorer 𝑟𝐸 elected from its adjacents: 𝐴𝐿 to become a new 

local leader of 𝑠𝑛𝑒𝑤 . As described in the following 

paragraph, 𝑟𝐸 forwards the command to its adjacent, and 

the adjacent further does the same until the command 

expires to elect subordinate explorers for snew. If 𝑠𝐿 is not 

large enough; that is, if p is small, 𝑟𝐿 cancels the subgroup 

formation and begins the task immediately (Line 13). 𝑟𝐿 

also manages the situation where the explorers failed to 

forward the command because of its lack of adjacents. In 

this case, 𝑟𝐿  sends a division command to another 

subordinate explorer to join 𝑠𝑛𝑒𝑤  (Line 18–19), or abort 

subgroup formation and start the task with an inappropriate 

subgroup size (Line 20–22). 

 

Algorithm 2: Subgroup formation by the  ocal  eader 𝑟𝐿 

Require: 𝑠𝑡𝑎𝑡𝑒𝐿 == 𝑃𝑎𝑡𝑟𝑜𝑙𝑙𝑖𝑛𝑔 

  if found a task  𝜏 then 

   report to the BS 

  else 

4  patrol according to the  évy flight (section    -C) 

5 endif 

6 if received Engage for  𝜏 with 𝑣𝜏 then 

7  𝑠𝑡𝑎𝑡𝑒𝐿  ← Subgroup Formation 

8  𝑝 = |𝑠𝐿| − 𝑣𝜏 

9  if 𝑝 ≥ 2 && ∃𝑟𝐸; 𝑟𝐸 ∈ 𝑠𝐿 ∩ 𝐴𝐿 then 

 0   choose 𝑟𝐸 as a new local leaer for 𝑠𝑛𝑒𝑤 

     send division command to 𝑟𝐸 with  𝑝 

    else 

     𝑠𝑡𝑎𝑡𝑒𝐿  ← Task Engaged 

 4  endif 

 5 endif 

 6 if received a message on division completion then 

 7  𝑠𝑡𝑎𝑡𝑒𝐿  ← Task Engaged 

 8 elseif requested by 𝑟𝐸 to find other explorers for 𝑠𝑛𝑒𝑤 then 

 9  send division command to another 𝑟𝐸′ ∈ 𝑠𝐿 ∩ 𝐴𝐿 

 0 elseif division process timeout then 

    abort forming 𝑠𝑛𝑒𝑤 and inform so to 𝑟𝐸 

    𝑠𝑡𝑎𝑡𝑒𝐿  ← Task Engaged 

   endif 

Behaviors of an explorer: 𝑟𝑖 that have received division 

command from a sender: 𝑟𝑠 are described in Algorithm 3. 

Briefly, the explorer forwards the division command to an 

(8)
 atrolling

Task  ngaged
Subgroup 

 ormation

 oin  ther 

Subgroup

( )

( )

( )
(4)

(7)

(5)

(6)(9)
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adjacent explorer: 𝑟𝐸 if the command has not expired and 

subsequently changes its subgroup to 𝑠𝑛𝑒𝑤 . In case the 

explorer cannot find its adjacent, it sends the command 

back to 𝑟𝑠 (Line 7). The explorer also informs on division 

completion and abort of subgroup forming to 𝑟𝑠  and 𝑟𝐸 , 

respectively. 

 

Algorithm 3: Behavior of an e plorer 𝑟𝑖 ∈ 𝑠𝐿 

  if received a division command from 𝑟𝑠 ∈ 𝑠𝐿 then 

   if 𝑝 − 1 > 0 then 

    if ∃𝑟𝐸; 𝑟𝐸 ∈ 𝑠𝐿 ∩ 𝐴𝑖 then 

4    𝑝 ← 𝑝 − 1 

5    send division command to 𝑟𝐸 with  𝑝 

6   else 

7    request 𝑟𝑠 to find another explorer 

8   endif 

9  else 

 0   reply on division completion to 𝑟𝑠 

    endif 

    if 𝑟𝑜𝑙𝑒𝑠 == 𝑙𝑜𝑐𝑎𝑙 𝑙𝑒𝑎𝑑𝑒𝑟 𝑜𝑓 𝑠𝐿 then 

     𝑟𝑜𝑙𝑒𝑖 ← 𝑙𝑜𝑐𝑎𝑙 𝑙𝑒𝑎𝑑𝑒𝑟 𝑜𝑓 𝑠𝑛𝑒𝑤 

 4  endif 

 5  𝑠𝐿 ← 𝑠𝐿 − 𝑟𝑖 

 6  𝑠𝑛𝑒𝑤 ← 𝑠𝑛𝑒𝑤 + 𝑟𝑖 

 7 elseif requested by 𝑟𝐸 to find other explorers for 𝑠𝑛𝑒𝑤 then 

 8  run process from line  -8 

 9 elseif received a message on division completion then 

 0  forward the message to 𝑟𝑠 

    𝑠𝑡𝑎𝑡𝑒𝑖  ← Patrolling 

   elseif informed abort of subgroup forming then 

    forward the message to 𝑟𝐸 

 4  𝑠𝑡𝑎𝑡𝑒𝑖  ← Patrolling 

 5 endif 

C. Robot Movements 

This study adopts the Lévy flight as a patrol strategy for 

simplicity. The Lévy flight is a random walk with step size 

determined by an approximated Lévy  probability 

distribution as shown in Eq. (1) [20], where d is a step size, 

𝛾 is a scaling factor, and 𝛼 is a distribution parameter.  

 

𝑝(𝑑) ≅ 𝛾𝑑−𝛼                              (1) 

 

The values follow the recommendation by existing 

research of swarm robots for exploration mission [21]: 𝛾 =
1.0  and 𝛼 = 1.2 . The step size ranges in 1 ≤ 𝑑 ≤
𝑓𝑖𝑒𝑙𝑑𝑠𝑖𝑧𝑒 , and step directions are determined based on 

uniform distribution with a range of 0 ≤ 𝜃 < 2𝜋. When a 

subgroup is in the state: Patrol, the local leader gets the 

next target location for patrolling based on this Lévy flight. 

In Layer 3 in Fig. 2, individual robots are controlled based 

on the input according to the preliminary research [19]. 

IV. SIMULATIONS 

A. Configurations 

The research simulated patrol missions of 30000 

timesteps in a field with size 8 8 [unitlength] for 20 trials 

per each condition: 𝑁 = 10, 15, 20 to evaluate the 

proposed scheme and estimate the effects of the BS 

intervention. Table I shows the other parameter values in 

the current settings. 

TABLE I.  SIMULATION PARAMETERS 

Definition Value 

Max linear velocity of robots [unitlength / timestep] 0.025 

Max angular velocity of robots [radian / timestep] 0.25 

Task significance 𝑣𝜏 (random integer for each 𝜏) 
1 ≤ 𝑣𝜏

< 𝑁/2 

The number of tasks existing at the same time 2 

Communication range  𝑑𝑐 [unitlength] [19] 3 

Detection range for other robots  𝑑𝑠 [unitlength] [19] 1.8 

Task detection range 𝑑𝑡 [unitlength] 1.2 

 

At the beginning of the simulations, the swarm starts 

patrolling by Lévy  flight with a single subgroup. 

Whenever a subgroup detects a task 𝜏, the local leader: 𝑟𝐿 

reports to the BS to get approval to handle it. 𝑟𝐿  forms 

another subgroup to continue patrolling, whereas it starts 

the detected task with its original subgroup (Algorithm 2–

3). The detail of each task progression is described in 

Section III–A2.  

For comparison, the simulations also include the cases 

without instructions from the BS on the 𝑣𝜏 . This setting 

omits the procedure depending on the availability of 𝑣𝜏 

(Line 2 and 5–6 in Algorithm 1). Instead, the local leader 

autonomously determines 𝑣𝜏 as a random, positive integer 

value smaller than the largest possible task significance.  

B. Results 

1) Subgroup formation 

Fig. 4 shows the typical subgroup formation. Stars in the 

figure represent tasks, and X denotes the target location of 

the Lévy flight. Fig. 4a shows that a swarm 𝑠6 represented 

by the local leader 𝑟6  (plotted as a red rectangle) is 

patrolling the area. When they detected the task and were 

approved to handle it, 𝑟6 divided its subordinate explorers 

into two subgroups according to the 𝑣𝜏 instructed by the 

BS. A new subgroup 𝑠2  continued patrolling while 𝑠6 

handles the task (Fig. 4b). After the task completion, the 

BS sent Join to the smallest subgroup, 𝑠2 in this case, and 

𝑟6  restarts patrolling (Fig. 4c). When the joining is 

completed, the swarm continues patrolling as a single 

subgroup again (Fig. 4d). 

 

 

(a) Patrol as a single subgroup 𝑠6        (b) Patrolling and task processing 
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(c) 𝑠2 is going to join 𝑠6                      (d) Joining completed 

Figure 4. Subgroup division of the swarm. 𝑟1 is the BS, and repeaters 

are plotted as triangles, local leaders are shown in rectangles, and 
explorers in circles 

The process showed the feasibility of the subgroup 

forming directed by the BS. The swarm successfully 

divided the team into two subgroups locally and 

distributedly, according to the intervention of the BS. 

2) Mission performance 

The results show the number of completed tasks (Fig. 5) 

and time taken from task initiation to completion (Fig. 6). 

Fig. 5 shows that both the proposed scheme and the 

method without instructions performed almost equally, or 

the proposed performed slightly better. Because of the 

identical patrol strategy, the procedures to detect, report, 

and handle tasks progressed equally. The appropriate robot 

assignment under the availability of 𝑣𝜏  contributed to 

slightly better performance by the proposed algorithm. 

From the viewpoint of task processing efficiency, the 

proposed algorithm took less time to complete tasks than 

the method without instructions (Fig. 6). 

 

Figure 5. The number of tasks completed per mission 

 

Figure 6. The mean time required to complete per task 

C. Discussions 

The BS instructions on 𝑣𝜏  for task engagement and 

subgroup formation improved the efficiency by better 

assignment of robots. It is also worth to be noted that the 

proposed algorithm has shown less variation in the 

required time for task completion. Less variation in 

mission results, as well as the capabilities themselves, is 

an important factor for trustworthy robotic systems. 

This research exemplified that the connectivity 

constraints may enhance the mission performance of the 

robotic swarms. By providing 𝑣𝜏  as an abstracted 

human/BS intervention, the swarm performed missions 

efficiently by forming subgroups of appropriate size. The 

novelty and significance of this study are the modelized 

mission performance under the BS intervention.  

The proposed algorithm can be further evaluated in 

different scenarios. For example, the field may include 

obstacles and tasks with changing significance. Since the 

connectivity maintenance method depends only on the 

distance between the robots, the swarm can deploy a 

network to circumvent obstacles by methods such as [22]. 

Through communication, subgroups can negotiate for their 

members’ affiliation according to changing task 

significance. The subgroup re-joining in Lines 11–15 of 

Algorithm 1 is an analogous example of this negotiation. 

As for patrol strategies, other patrolling strategies may 

enhance the proposed scheme’s performance. Furthermore, 

the strategy without BS instructions for comparison was 

also under the connectivity constraint because we regarded 

the BS’s permission to start tasks as essential for 

autonomous system operations. Strategies with fewer 

connectivity constraints may also be other strategies for 

comparison. Further study (such as [23] in elementary 

coverage missions) is required to reveal the tradeoff 

between performance and connectivity, and to 

demonstrate the advantages of the constraints. 

V. CONCLUSIONS 

This research developed a scheme of hierarchical 

control and subgroup formation for robotic swarms. The 

simulations extracted and modeled human involvement in 

the swarm systems as interventions on task significance 

assessments and notifications. The interventions are 

realized by the swarm connectivity maintenance, 

frequently regarded as a constraint to degrade the system 

performance. The scheme operated swarm patrol missions 

and successfully divided its members into two subgroups 

under the instructions of the BS to perform the missions 

efficiently. The simulations showed that the mission 

performance was improved in terms of the number of 

completed tasks and the required time to complete each 

task. These results quantitatively demonstrated the 

positive effects of the interventions, which are realized by 

the proposed swarm organization scheme and the 

continuous connectivity. 
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