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Abstract—Nowadays, Automated Guided Vehicle (AGV) 

fetched a remarkable reformation in the agriculture 

research area. Automatically egg harvesting from poultry 

farms is still challenging in the present era. Poultry 

production is switching to cage-free raising. However, the 

cage-free raising method requires manual harvesting of eggs, 

which burdens the farmers. The entitled research work 

demonstrates an Automated guided vehicle capable of 

harvesting eggs and distinguishing by depending on the 

color of the eggs and the conditions of the eggs. This study 

developed an AGV to automatically localize the robot at the 

harvesting counter and collect eggs using a robotic arm. The 

robot can move omnidirectionally. A robotics arm has been 

equipped on the robot body, and its end-effector is designed 

by three fingers structured. The designed system ensured 

the safety of the eggs and distinguished the fractured eggs or 

good eggs. In addition, the robot can distinguish white and 

brown eggs using machine learning and check whether these 

eggs have cracked or not. The proposed system is trained by 

taking several situation images. Bird-view camera 

information using to localize the robot at the harvesting 

point. Finally, analyze the mentioned system’s performance, 

and the system’s egg harvesting rate is 93% on different 

types of eggs. The introduced mobile robot is easy to operate, 

and it showed a praiseworthy performance indoor 

environment. Operating this robot makes it possible to 

increase the harvesting of the eggs with less labor cost. 
  

Keywords—egg harvesting robot, AGV, mecanum vehicle, 

three finger end-effector 

I. INTRODUCTION 

Over the past few years, attention to animal welfare 

laws has risen globally [1]. In the field of poultry farming, 

there is a growing interest in switching from raising in 

cage, in which hens spend their entire lives in a small 

cage and lay eggs efficiently. To raising outside the cage, 

in which hens can satisfy their native behavior (e.g., 

dustbathing to remove lipids [2]) [3, 4]. In Switzerland 

and Austria, cage keeping has been banned. It is also 

suggested that the quality of eggs from cage-free hens is 

improved [5, 6]. This trend is expected to lead to a 

worldwide shift to cage-free systems. 

 
Manuscript received February 20, 2023; revised April 4, 2023; accepted 
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Farmers have to harvest eggs every day. Automated 

robots for cage-free egg retrieval have been studied by 

Bastiaan et al. [7] and Chang et al. [8] research article 

only focus on harvesting eggs laid on the floor. However, 

eggs laid outside the nest have a higher potential for 

microbial contamination than eggs laid inside the nest 

boxes [9, 10]. One way to prevent hens from laying eggs 

outside the nest is to use egg-laying boxes. Laying hens 

can lay eggs in nest boxes by training them. Sorensen  

et al. [11] trained six generations of 400 hens to lay eggs 

in the nest, and reported that about 95% of the eggs were 

laid in the egg-laying box. Icken et al. [12] trained 7784 

hens to lay eggs in the nest, and reported that an average 

of 96% of the eggs were laid in the egg-laying box. This 

study also shows that the tendency to lay eggs outside the 

nest is related to genetics, and can be further improved. 

Also, the Spoutnic (2019), By circling and teaching 

chickens to lay eggs in nest boxes, an autonomous 

poultry-farming robot developed by TIBOT Technologies 

(Cesson-Sévigné, France) was created to address the 

issue of floor eggs [13]. Therefore, it is possible to reduce 

the number of eggs outside the nest by using nest boxes.  

Guoiang et al. [14] stated that the future of the poultry 

industry will require a system that improves egg safety 

and does not harm livestock. The use of nest boxes is 

expected to increase to reduce outside the nest eggs to 

improve safety. However, if the eggs are left in the nest 

boxes, the contact time between the hen and the eggs will 

be longer and the risk of microbial contamination will 

increase. Therefore, it is necessary to move the eggs from 

the nest box to another place immediately. Therefore, the 

nest boxes need to be inclined so that the eggs can roll 

out and be transferred to other containers. Using a nest 

box and harvesting the eggs that roll out of them can 

increase safety. It is possible to increase safety by 

harvesting rolled eggs. By allowing the eggs to roll out, it 

will be possible to separate the moving space of robot 

from the hens and harvest eggs without harming the hens. 

In egg harvest, it is important to be able to work in a 

variety of possible environments, regardless of the size or 

layout of the poultry farm, or whether it is indoors or 

outdoors.  

This study proposed an automated mobile robot 

working indoors to harvest the eggs. At present, all of the 
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experiment has been done in an indoor environment. In 

previous studies, some research concerns eggs picking 

and color identification. Nevertheless, this research is 

mainly concerned with identifying eggs’ color and the 

condition of the eggs. Therefore, the presented robot user 

can easily separate different eggs in different places. Four 

cameras are attached to this research for several purposes. 

Two cameras are the robot’s localization, and others are 

addressed for object recognition. Image processing 

techniques solve the object recognition task. The robot 

can safely collect eggs from the harvesting box and 

distinguish the break and good eggs. Furthermore, the 

authors designed an eggs collector box on the robot body 

to place the distinguishing eggs in different parts. 

Therefore, the researcher believed that the system 

performed safely in an indoor environment without 

damaging eggs. 

II. OVERVIEW OF THE SYSTEM 

This platform discusses the structural design of the 

proposed AGV (Automated Guided Vehicle). The AGV 

is constructed by a mecanum vehicle produced by 

TOSADENSHI. The size of the robot is 85 cm × 64 cm × 

105 cm (length × width × height). Four mecanum wheels 

are attached to the vehicles, and the merits of the 

mecanum vehicle are that it can move in any direction 

without changing the front face of the vehicle. The robot 

wheels are designed by roller wheels attached at 45-

degree angles. The designed robot is shown in Fig. 1, in 

addition, a 6-axis robot arm (Universal Robots, UR5e) is 

mounted on it. At the top of the arm, an end-effector is 

constructed with the camera. The details about the end-

effectors and its fingers’ functionality are discussed 

below. 

 
Figure 1.  Egg harvesting robot with three fingers end-effector.    

A. End-effector 

A three-finger end-effector developed in our laboratory 

is attached with a robotic arm for picking and delivering 

the eggs displayed in Fig. 1 on right side. This robot hand 

was developed based on the concept of soft robotics. The 

fingertips of the arm are developed by a balloon catheter 

to gripe the object. As a result, the fingertip can increase 

the pressure at the gripping time on the object's surface, 

and it realizes the pressure at the delivery time. The 

fingers of the end-effectors can raise maximum 0.7 Mpa 

pressure. However, this mentioned research used 0.3 Mpa 

gripping pressure. Therefore, the pressure is fixed, and it 

is safe to grip any eggs without damaging the eggs. The 

functionality of the finger’s movement is controlled by 

spring which prevents excessive force from being applied 

to the egg and allows it to be grasped without being 

damaged. In addition, the wrist part attached an Intel 

RealSense camera(D435i). The purpose of the camera is 

to recognize the eggs’ center points and identify the eggs’ 

condition.   

B. System Configuration 

The system configuration of the robot is shown in 

Fig.  2, the Raspberry Pi (Raspberry Pi Foundation, 

Raspberry Pi 4 Model B / 4GB) is used to control the 

AGV and the USB camera (logicool, c270) attached to 

the side of the AGV fuselage, and the visual servo is used 

to position the AGV. The AGV is positioned by visual 

servo. In addition, Jetson Nano (NVIDIA, Jetson Nano) is 

used to control the robot arm, end-effector, and RGB-D 

camera (intel, RealSense Depth Camera D435i), and 

image processing. The ceiling-mounted USB wide-angle 

camera (buffalo, BSW505MBK) is controlled by a lap-

top PC. 

 

Figure 2.  System configuration. 

III. WORK  FLOW 

This section illustrates the introduced system working 
methodology. The AGV is involved in some specific 
tasks depending on the camera data. Initially, the robot 
has to know the target point to harvest the eggs. The user 
will define the target counter location by selecting the 
ceiling camera visualization image. Then the robot will 
calculate the target point coordinates and current point 
coordinates. At first, the robot will adjust the y-axis 
coordinate point and then move forward in the x-axis to 
find out the target point position. When the robot arrives 
at the target point, it will adjust the center position of the 
robot and place the target point by detecting the center 
point of the AR marker. After that, the robotic arm will 
execute the operation to detect the egg's center points, 
and egg sorting works. In this research, we are 
considering two different colors of eggs. The overall 
harvesting eggs counter three, and the robot can move 
one counter to another counter automatically until 
completing all tasks. The research focused on two parts: 
transporting the robot to the target point and sorting out 
the eggs in a defined place. By using the mentioned 
system, can quickly sort out the eggs within a short time 
without any damage.   
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IV. ROBOT LOCALIZATION 

A. Transport to Harvest Box 

To localize the guided robot at the harvesting point, the 

user has to set the target point’s location by watching the 

view of the bird-view camera. A bird-view camera has 

been placed top on the floor. The captured view area by 

the camera is 5m×3m (Length×width) which is shown in 

Fig. 3. Within this viewed area, the robot can easily visit 

all of the select target points. The user can select the 

target point by clicking on the viewed map from the host 

pc. We designed three harvesting counters to collect eggs 

by the robot. The controller first selects the three target 

points by clicking all three spots area, and the priorities of 

the counter will decide depending on the clicking 

sequence. When all target points are set up, the robot 

starts moving from its current localization point to target 

points. The robot's current and target point's position will 

be measured by a bird-view camera depending on the 

coordinates point of the areas. An AR marker is pasted on 

the robot. The bird-view camera can recognize the robot's 

current position by capturing the AR Marker position and 

then comparing the clicked target point's distance from 

the target point. Fig. 4 describes the complete 

maneuvering process of the robot from one counter to 

another by attaching a flowchart. 

 

Figure 3. The coordinate of bird view camera. 

 

Figure 4.  Flowchart of moving to the harvest box camera. 

B. Arm Positioning 

An AR marker is placed at the bottom side of the target 

point, and A USB camera is attached on the right down 

part of the robot to capture the AR marker center point. 

When the robot arrived at the clicked target point, the 

robot set up its position by following the center point 

coordinate of the AR marker. The coordinate system of 

the AR marker is shown in Fig. 5, While the robot runs 

on the floor, consider no tilt in the roll and yaw angles. 

First, control the target value to be 0[°] until the pitch 

angle of the AR marker is between −5° and +5° so that 

the robot is horizontal to the harvest box. Then, 

calculating both the center points of the camera and the 

AR marker, the system will try to fix the exact location 

point for the robot from the AR marker. The AGV 

positing section’s program flow is shown in Fig. 6. The 

mentioned system localizes the AGV robot keeping a 

5cm distance from the target point AR marker. 

 

Figure 5. The coordinate of AR marker. 

 

Figure 6.  Flowchart of position adjustment. 

The principle of measuring the distance to the AR 

marker is D[cm], where l is the width of the marker as 

recognized by the camera [px], and L is the actual width 

of the AR marker[cm]. Furthermore, the 640×480 camera 

resolution is used in the proposed system. Finally, the 

camera's resolution is converted from [px] to [cm] and 

expressed by the following equation. 
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W = (640 / l) × L                   (1) 

         D = (W / tan) = {W / (2tan*(44.2)}  

                  (W / 0.812)                      (2) 

C. PID Control 

PID control is employed in this study for positioning 

after AR marker detection before the harvest box. PID 

control is expressed by the following formula. 

err(t)= target-current_value              (3) 

P(t) = Kp err(t)                       (4) 

I(t) = Ki (I (t-1) + err(t)dt)              (5) 

D(t) = [Kd{err(t) – err(t-1)}/dt]            (6) 

PID(t) = P(t) + I(t) + D(t)               (7) 

where t is the time level, err(error) is the deviation. P,  I, 

and D are the outputs for proportional, integral, and 

derivative control, respectively, and Kp, Ki, and Kd are 

the gains of P, I, and D, respectively. PID is the sum of 

each output value. The speed of the Mecanum vehicle 

differs depending on the direction of movement. 

Therefore, the PID gains for forward/backward, left/right, 

and rotation movement were adjusted respectively. The 

control frequency is set to 1k[Hz]. 

V. RECOGNIZING & GRIPPING EGGS 

A. Trained System 

A machine learning approach is used to train up the 

system. In general, hens have two kinds of eggs 

depending on color, one is white, and another one is 

brown. This research is concerned about the color 

distinguishing of the eggs and identifying the fractured 

eggs and good eggs. We made a basket separated with 

four parts to place different types of eggs. For that reason, 

the system needs to train up to identify the eggs' 

conditions quickly. We consider four types of character: 

white eggs, brown eggs, white fractured eggs, and brown 

fractured eggs shown in Fig. 7. These eggs were 

photographed, and a total of 890 images were prepared, 

and the training dataset was created on the website 

[roboflow], which allows online annotation. In addition, 

we padded the image data by adding noise and rotation 

and prepared a total of 2136 training data. We used 70% 

training data, 20% test data, and 10% validation data. The 

dataset was trained for 150 episodes using the YOLOv5s 

model. 

 

Figure 7. (a) White eggs, (b) White fractured eggs, (c) Brown eggs &  
(d) Brown fractured eggs. 

B. Object Identification 

First, the robot localizes the target point to collect eggs 

for the harvesting box. An Intel RealSense camera is 

attached on the robot arm’s wrist for egg identification. 

The camera is executed in two tasks in this stage. First, it 

detects the eggs’ position in the harvesting box and 

distinguishes the fractured or good eggs. Initially, the 

wrist of the robot arm is placed in the center of the box, 

and it finds out the location of the eggs by displacing the 

detected image pixels. Next, the robot arm is moved 

above the harvest box to observe the inside of the box. 

Then identify the eggs from the RGB-D camera images, 

enclose each one in a rectangle, and calculate the px 

value of its center point coordinate (𝒙𝒇𝒊𝒓𝒔𝒕,  𝒚𝒇𝒊𝒓𝒔𝒕) are 

stored. Then move the egg 0.1 cm in the x-direction and 

0.1 cm in the y-direction, and find the px value of the 

egg’s center point at that point (𝒙𝒔𝒆𝒄𝒐𝒏𝒅, and 

𝒚𝒔𝒆𝒄𝒐𝒏𝒅). The following calculations can be made from 

the coordinate values of these two points to find the 

variation x in the x-direction and y in the y-direction that 

moves the robot arm with the RGB-D camera directly 

above the egg center point. Fig. 8 displays the overall 

working flow of the center point placement of the 

robotics arm. The box center point coordinates to the 

egg’s center point movement of the arm are expressed by 

the equation below. 

  x = [{(320 - xsecond)×0.1}/(xsecond - xfirst)]       (8) 

  y = [{(320 - ysecond)×0.1}/(ysecond - yfirst)]       (9) 

 

Figure 8.  Flowchart of egg recognition and gripping process. 

When the arm is placed on the eggs, the camera 

identifies the color of the eggs using the image processing 
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technique. Identified image rating and the end-effector 

functionality are shown in Fig. 9. When the system 

recognizes the eggs, it starts the picking operation 

automatically. Depending on the egg’s color and 

condition, the system placed the eggs in the defined part 

in the basket. 

 

Figure 9. Executing Robot Arm: (a) Recognizing the color and 
condition of the eggs and (b) Collecting egg by end-effector. 

VI. RESULTS 

A. Success Rate Verification of Egg Recognition 

While evaluating the performance of the system, the 

orientation and position of the 10 eggs in each harvesting 

box were changed regularly and tested each egg 25 times 

by changing the position and posture of the eggs 

incessantly. A total of 100 tests has been examined, and 

the recorded data are shown in Table I. 

TABLE I. EGGS IDENTIFICATION PERFORMANCE 

Types of eggs Iteration 
Number of 

Successes 

Success 

rate 

White egg 25 24 96% 

Red egg 25 24 96% 

Broken white egg 25 22 88% 

Broken red egg 25 23 92% 

all 100 93 93% 

 

The results of the experiment are shown in Table I. 

The success rate of discrimination of perfectly white eggs 

was 96%, brown eggs were 96%. Moreover, the 

distinguishing rating of the white fractured eggs was 88%, 

and brown fractured eggs were 92%.  

The mentioned system project added a new USB 

camera to check the eggs’ bottom parts condition. The 

robot’s arm wrist camera is responsible for checking the 

egg’s top part. If the top part of the egg is broken, it will 

take the decision quickly; the egg is cracked and placed 

in the fractured egg collecting box. Otherwise, the arm 

picks up the egg and places it above the second camera to 

check the bottom part situation. At last, the system will 

finalize the condition of the eggs. The experimental 

image of using an extra USB camera and the bottom part 

checking process is shown in Fig. 10. 

 

Figure 10. Right side USB camera used for eggs bottom part checking, 

in the middle, the harvesting basket is designed in four parts, and all 

parts are individually for different eggs. Left side image checking the 
bottom view of the eggs down part checking system. 

B. Success Rate of Egg Harvesting 

The data was collected by operating the robot in a real 

environment. The system localization performance is 
worked perfectly. The authors set up the three counters to 
visit the robot and collect eggs automatically. All of the 
counters have various kind of eggs. The tested data has 
been recorded in Table II. where a number code defined 
White Eggs (W), White Fractured Eggs (WFE), Brown 

Eggs (B), and Brown Fractured Eggs (BFE). Table II 
recorded five tests data. For example, the first test total 
number of eggs is two eggs; one is a good conditioned 
white egg (W), and another is a good brown egg (B). 
Some eggs are mentioned in red in the table, which is the 
lack of performance of the system. The recognition and 

harvesting process of the system is worked perfectly; that 
is why the success rate of the test is 100%. All of the 
other enlisted test results are put in Table II, and by 
following the same concept, the data has been recorded. 

 

Figure 11. System performance data were analyzed by using machine 
learning techniques. Here a few amounts of data are lost during the 

experimental period. (a) Displaying the losses data for finding out the 
harvesting box (b) losses data for eggs detection time (c) Data losses at 

the eggs distinguishing time (d) Overall performance of the system 
around 98.6%. 
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On the other hand, using the tested data and yolov5 
captured features is analyzed some graphical data is 
shown in Fig. 11. The four graphs data represent the 
value of the lost data at eggs recognizing, collecting, and 
distinguishing performance. The presented tested data 

clearly shows that the system performance is excellent 
and slightly lost in every section. All of the graphical data 
mentioning the system’s loss depends on the iteration of 
the task actions. 

Furthermore, the experiment analyzed the average 

performance of the system in all parts of execution. The 

total performance of the system was 98.6%. Sometimes 

the system missed recognizing the fractured eggs in both 

color cases. However, the eggs were picking and 

releasing implement of the scheme pursuit effectively in 

all time. 

TABLE II.  THE RESULT OF DISCRIMINATE EGGS 

Total 
eggs 

Box 1 Box 2 Box 3 
Success 

Rate 
Success rate 

2  W B 2 100% 

 WFE B  2 100% 

3 BFE B, WFE  3 100% 

 W B WFE 3 100% 

4 B, BFW W B 4 100% 

 W, B W,WFE  3 75% 

5 W, BFE B,WFE W 5 100% 

 W, WFE B,BFE W 4 80% 

6 W, BFE 
W, B, 

WFE 
B 6 100% 

 B 
W,WFE, 

BFE 
B, BFE 5 83% 

 

A number code defined White egg (W), White 

Fractured Eggs (WFE), Brown eggs (B), and Brown 

Fractured Eggs (BFE). 

VII. CONCLUSION & FUTURE WORK 

The automated egg harvesting system collects eggs 

from the selected target points—the mecanum vehicle 

working correctly in the indoor environment. The merit 

of the vehicle is that it can move in any direction. For 

eggs harvesting time, researchers culled different data 

angles by using the alluded scheme. The robot 

localization and eggs gripping performance is worked 

accurately. The system’s effectiveness is reasonable 

compared to the overall situation—a few moments. The 

scheme makes an issue identifying the fractured eggs. 

That has happened at the white eggs in gathering time. 

The moveable performance of the system from the start 

point to the various target point is smooth and balanced. 

The proposed system only can perform at the plane 

surface. The robot takes one minute to complete a single 

egg collection. So, authors are attempting to reduce the 

collecting time and make the system more productive and 

user-friendly. Now the system can complete all tasks for 

a single egg for around one minute. 

The scribe will improve the mentioned system by 

adding more extra features to the developed robot. 

Furthermore, the presented system will be trained up 

more testing data to enhance the egg identification 

performance. The final aim is to add obstacle avoidance 

techniques to make a fully automated system. 

Furthermore, the system can be developed using the 

SLAM method instead of a bird camera view for 

environment mapping purposes. 
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